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Abstract
One pedagogical finding that has gained recent attention is the utility of active, effortful
retrieval practice in effective learning. Essentially, humans learn best when they are
asked to actively generate/recall knowledge for themselves, rather than receiving know-
ledge passively. In this paper, we (a) provide a framework for both practice and assessment
within which students can organically develop active study habits, (b) share resources we
have built to help implement such a framework in the linguistics classroom, and (c) pro-
vide some examples and evaluation of their success in the context of an introductory pho-
netics/phonology course.
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Résumé
Une découverte pédagogique récente est l’utilité d’une pratique de récupération des con-
naissances qui est à la fois active et qui exige un certain effort. Essentiellement, l’être
humain apprend mieux lorsqu’on lui demande de générer / rappeler activement des con-
naissances pour lui-même, plutôt que de les recevoir passivement. Dans cet article, nous
fournissons un cadre dans lequel les personnes étudiantes peuvent développer, de manière
organique, des habitudes d’étude actives; nous partageons les ressources que nous avons
construites pour aider à mettre en œuvre un tel cadre dans une classe de linguistique;
et nous présentons quelques exemples et une discussion de leur succès dans le cadre
d’un cours d’introduction à la phonétique / phonologie.

Mots-clés: évaluation des connaissances; apprentissage; pratique de récupération d’information; logiciel;
randomization

1. Introduction

We hope that a shared goal of educators is to help students learn material in ways that
are both durable and efficient (Rawson and Dunlosky 2011). One finding that has
gained recent attention is the utility of active, effortful retrieval practice in facilitating
this type of learning (e.g., Brown et al. 2014, Rowland 2014). Essentially, humans tend
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to learn best when they are asked to actively generate or recall knowledge for them-
selves, rather than receiving knowledge through passive techniques such as
(re-)reading, highlighting, copying, etc. One interesting consequence of this is that
the act of administering a test or an exam to students can itself help them learn
the material—a phenomenon sometimes referred to as the “testing effect” (see
Rowland 2014 for review and meta-analysis). As Roediger and Karpicke (2006:
181) explain, “testing not only measures knowledge, but also changes it, often greatly
improving retention of the tested knowledge.”

How, then, can instructors leverage this effect for better learning in their courses?
In this paper, our goals are to (a) provide a framework for both practice and assess-
ment within which students can organically develop active study habits, (b) share
resources we have built to help implement such a framework in the linguistics class-
room, and (c) provide some examples and evaluation of their success in the context of
an introductory phonetics / phonology course.

Our approach combines several pre-existing pedagogical ideas into a novel form,
facilitated by a purpose-built piece of software. We use sets of open-ended questions
made available to students after each class session, which are then combined into
individualized, highly customizable random-sampled exams by our open-source soft-
ware. Whilemanyof the individual components of our approach have been used before,
this software in particular is novel in that it allows for much more user-specified cross-
categorization of topics and other randomization criteria (see section 4) than is typical
of other similar open-source or proprietary applications. In turn, this allows for the
other especially novel component of this approach, which is that the ‘exams’ in our
courses are quite short (2–6 questions). The actual ‘testing effect’ component comes
more from students’ preparation for these randomized exams, where they are encour-
aged to test themselves using the full range of possible exam questions.

We present these ideas in the specific context of teaching linguistics. Although the
strategies we describe are based on general principles of learning and should be
applicable to all disciplines, we think there are a number of reasons why it is useful
to describe them for linguists. First, linguistics is a field that lends itself to an open-
ended, explanatory approach to learning because most ‘real-life’ applications of lin-
guistics involve slower, analytical tasks rather than rapid exact recall. At the same
time, this may lead instructors away from testing altogether, feeling project- or essay-
based assessments to be more ecologically valid, and we think it’s important to raise
awareness of the utility of testing for learning. Also, it can be difficult to actively keep
up with research in pedagogy in addition to one’s own research specialty, and even if
one does, it can be difficult to imagine re-shaping a linguistics classroom along new
lines. Seeing concrete examples of how a system can work in a relevant context may
make it more feasible to adapt to one’s own needs. Finally, there is increasing aware-
ness in the field of the need for more accessibility and inclusiveness, and there are
aspects of this approach to learning that we think facilitate such goals.

The rest of this paper is structured as follows. Section 2 provides general back-
ground on the testing effect, and section 3 presents the basic architecture of our sys-
tem. In section 4, we explain how we implemented the system with an open-access
piece of software and how it was put into practice in an introductory phonetics
and phonology course. In section 5, we look briefly at the effect of the system on
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student grades and course evaluations. Finally, section 6 provides general discussion
and conclusions.

2. The testing effect

The testing effect refers to a general phenomenon inwhichpeople are shown tohavebetter
long-term retention of material if part of their practice of studying that material involves
some kind of effortful retrieval of the type often found on tests. It is important to distin-
guish ‘testing-style practice’ (which is what is important and the focus here; i.e., any prac-
tice that involves effortful retrieval) from ‘actual tests’ (i.e., examinations given in class and
graded).While actual tests can give rise to the testing effect, the beneficial effect on learn-
ing can be seen with any testing-style practice, including self-administered testing. A
canonical example is the use of flashcards for studying: flashcards typically require the
user to actively recall specific ideas from memory, and hence facilitate learning more so
than more passive approaches such as re-reading the same material.

There have been hundreds of studies on retrieval practice and the testing effect, too
many to be reviewed here (see Agarwal et al. 2008 for a representative example).
Rowland (2014) provides a meta-analysis of 159 such studies. 81% showed a positive
benefit of testing-style practice, as compared to simple exposure, on subsequent recall.
Other key findings of Rowland’s analysis include: (1) feedback to students is crucial in
order for the effect to emerge; and (2) the effect is stronger when (a) the material
being learned is prose passages rather than single words and (b) the task involves
recall (e.g., short answer) rather than recognition (e.g., multiple choice).

It’s also important for instructors to realize that students both underestimate the
utility of active testing practice and overestimate the effectiveness of passive
approaches (e.g., Agarwal et al. 2008, Karpicke and Roediger 2008). Effortful retrieval
is just that—effortful!—and if students do not understand that simple exposure will
not achieve the same results, they are less likely to do it. As Roelle and Berthold
(2017: 143) explain, “[t]he problem is… that learners scarcely engage in retrieval while
performing learning tasks when it is not obligatory.”

Taken together, these findings suggest that instructors who are teaching broad
conceptual material (often presented in prose), as is common in linguistics, should
actively encourage and facilitate effortful ‘testing’-type studying and recognize the
utility of in-class exams in student learning. This practice should include some
kind of feedback to students, whether as conventional feedback from the instructor,
or via techniques such as students checking their own work or having open-book tests
(cf. Agarwal et al. 2008). Finally, Rowland (2014) shows that testing-style practice
need not match the end goal to have a beneficial effect—so even if the end goal
for a practicing linguist is to be familiar with general analytical concepts and how
to apply them in a non-test situation, testing-style practice in the learning process
is beneficial. This paper presents our approach to achieving these goals.

3. Basic architecture

Our approach involves regularly giving students specific short-answer questions that
they know might appear on their graded exams, providing both motivation and struc-
ture for doing active, effortful testing practice. These questions are made available to
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students throughout the term, and students receive feedback by checking their own
answers through reference to course materials or asking questions in class, tutorials,
and office hours. The actual in-class exams are much less about comprehensively
evaluating student knowledge and more about providing the enticement to engage
in beneficial long-term study habits. The key features are that (1) exam questions
are open-ended, (2) exams consist of a small, randomized subset of the material
(with a different random selection for each student), and (3) exam questions are pro-
vided to students ahead of time, throughout the term. We cover each of these below.

3.1 Overview

We start by giving a brief description of what the exam structure in our classes actu-
ally looked like (see section 4.3 for more detail). After each class session (in our case,
twice a week)1, students were given a set of exam questions related to that day’s
material (see Figure 1; also discussed in section 3.2).2 Students were encouraged to
review the exam questions as they were posted, and could ask questions about
them or their answers in class, tutorials, and office hours. They were never given a
specific ‘answer guide,’ though they were given example answers to some questions
(see discussion in section 3.2).

These questions were also added to a database of questions that would be used for
exam generation, but was not itself made available to students. For each individual
question, the database should contain all relevant information needed on a given
exam. This includes content that students will see, such as instructions, data, and
images. It also includes characteristics used to structure the random-sampling pro-
cess, such as question source (e.g. ‘Chapter 3’), topic, difficulty, and a unique ID
number. Finally, each question’s entry can contain instructor notes (e.g., answer
keys) to be printed on instructor but not student copies. The database is presented
to the script as a plaintext .tsv file but can be stored and edited in any format. For

Figure 1. Excerpt from one day’s sample exam questions.

1In our summer sections, each class session was three hours, and the course was six weeks long; in the
fall, each class session was 1.5 hours, and the course was 12 weeks long.

2Note that these examples are presented exactly as they are given to students. That is, we do use a ‘tem-
platic’ approach rather than listing out all of the specific questions that would have the same format. This is
more efficient and flexible from our perspective and also increases the effort required by students to use the
questions for studying. On an actual exam, a question like this might appear as: “Does the morpheme ‘eye’
occur in the following word? Why or why not? spyglass.”
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example, ours was maintained in a shared online spreadsheet (see Figure 2) and
exported to .tsv at generation time.

When it is time for an exam to be administered, a configuration file is created with
the specifications for the exam. This is a plain text file that specifies the number of
questions desired, the desired distribution of eligible topics (including ‘wildcards’)
and difficulty levels, and the desired method of organizing questions. Users also pro-
vide a list of all the students for whom exams should be generated (e.g., using their
student ID numbers).

The configuration file, student list, and question database are used as input files to
our software, which then generates a unique randomized exam for each student,
matching all the desired criteria. The software is a Python3 script written specifically
for this purpose, which is freely available under the GPLv3 license. The code itself as
well as sample input files and more detailed information are available on GitHub.4

The software keeps track of what exams have been previously generated, so assum-
ing that the size of the question bank permits, no student will see the same question
appear more than once across all their exams in a course (e.g., quiz, midterm, and
final). Furthermore, the questions for a particular student’s exam can also be
restricted based on those that appear on the exams of a particular group of peers
(e.g., assignment partners). The exams can then be administered (and graded) in a
variety of ways; see more in section 4.3.

Figure 2. Excerpt of our question database for an introductory phonetics/phonology course.

3https://www.python.org/
4https://github.com/kvesik/examgeneration
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The following sections dive a bit more deeply into the philosophy of each of the
key components of this system, to highlight why and how each contributes to student
learning.

3.2 Open-ended questions

The first key feature relates to the necessity for testing-style study to be effortful.
Hence, the questions we provide involve an element of open-endedness that requires
students to explain concepts in their own words (see Figure 1 for examples). Even in
questions with clear-cut correct vs. incorrect answers, such as the first question in
Figure 1, the second component of the question requires students to explain the
rationale behind the answer, meaning they cannot just rely on memorizing specific
answers to previously seen questions.

Open-ended questions are certainly not novel, though they are perhaps less com-
mon in large, introductory courses, where multiple-choice and similar questions are
favoured. However, such closed-form questions do not really probe a student’s under-
standing of the concept; a student simply has to be able to recognize the correct
answer rather than produce it themselves (see e.g., Kang et al. 2007, Nedjat-Haiem
and Cooke 2021).

Open-ended questions can be good for students in multiple ways.5 First, of course,
they encourage learning and long-term retention of material, as found in Rowland
(2014) and described in section 2. As Nedjat-Haiem and Cooke (2021) discuss,
there are multiple possible reasons for this. The act of retrieving the information itself
seems to be beneficial, as shown by, e.g., Carrier and Pashler (1992), who showed that
the same participants were better at recalling the second member of paired items
when they were forced into a stimulus / response-retrieval mode during presentation
than when they could just study both items simultaneously. Additionally, students
seem to approach studying for open-ended questions differently (e.g., Thomas and
Bain 1984, Scouller 1998, Martinez 1999, Struyven et al. 2005, Momsen et al.
2013). Students tend to use more ‘deep’-style learning approaches, including various
types of ‘restructuring’ original material such as comparing and contrasting ideas or
coming up with additional examples, to prepare for more open-ended types of assess-
ments. On the other hand, they use more ‘surface’-style approaches, such as
re-reading and memorization, which tend to reproduce the original material, for
closed-ended assessments.

Note that a corollary of this tendency is that there is utility in thinking about what
type of end understanding or abilities one wants students to attain, and then design-
ing assessments to match that goal. If students “learn the forms of knowledge and
develop the cognitive abilities that they are asked to demonstrate [in assessments]”
(Scouller 1998: 454), then our choice of assessment has longer-term consequences
beyond evaluation of their immediate mastery of course material. If as linguists, we
want students who can evaluate evidence, formulate argumentation, and connect
various ideas together, then those are the skills we should ask them to demonstrate

5While there is still a beneficial testing effect for multiple-choice tests, exposure to incorrect choices on a
multiple-choice test can also impair longer-term understanding; see, e.g., Roediger and Marsh 2005.

290 Kaili Vesik and Kathleen Currie Hall

https://doi.org/10.1017/cnj.2024.24 Published online by Cambridge University Press

https://doi.org/10.1017/cnj.2024.24


in our courses. This is different, for example, from a profession in which an ability to
quickly recall factual information would be especially beneficial, for which different
kinds of training and assessment would be more useful (e.g., at least certain aspects
of the medical field, where quick recall of anatomy or symptoms associated with
particular conditions is necessary).

Second, open-ended retrieval questions also maximize the student’s ability to take
ownership of and get credit for their understanding (e.g., Hubbard et al. 2017), which
we see as an important aspect of ‘optimizing relevance,’ part of the guidelines for a
“Universal Design for Learning” (Meyer et al. 2014). For example, Figure 3 contains
five different, but all satisfactory, answers to the same question, allowing students to
demonstrate additional or alternative understanding beyond simple transcription.
Note that the answers incorporate all sorts of different types of information, from
articulatory phonetics to allophonic processes to dialect variation. By not forcing stu-
dents to produce one ‘right’ answer, the instructor lessens the chances of penalizing
students whose thought processes are different from their own.6

We also think it is important to provide concrete examples of answers to these
kinds of questions (as in Figure 3, which shows some examples we provided to our
students). Providing exemplars not only illustrates the depth of answer being sought
but also exemplifies that radically different answers can be considered correct. This is
an idea that some students have expressed discomfort with, wanting to know more
concretely what is ‘expected’ of them. Providing specific examples of very different
answers to the same question seemed to help our students feel more confident that
their own interpretation and understanding was valid. While we did not specifically
build in time to go over such sample answers during class, such engagement would
likely add to their utility. In a meta-review of the use of this kind of example, To et al.
(2022) find that the best results in terms of student confidence and academic per-
formance come when there is active engagement with the exemplars on the part of
the students. In particular, they recommend a method whereby students first produce
their own answers to a sample question and then engage with the example answers, as
this can help ensure that students are still taking ownership of the answers and
encouraged to think creatively, rather than feeling they need to conform to the con-
tent of the exemplars.

3.3 Randomized, subset exams

A typical downside to having open-ended questions requiring student explanations is
that they can be time-consuming to grade (Martinez 1999, Haudek et al. 2017,
Hubbard et al. 2017). To counteract the loss of efficiency in having open-ended ques-
tions, the use of randomized exams is key. Each exam consists of a small number of
questions (the maximum we’ve used is six), with each question covering a different
topic, and the questions being a different random selection for each student. For
instance, of the sample questions on morphology shown in Figure 1 (along with
any other questions on morphology throughout the term), no student would get

6At the same time, open-ended questions like this are admittedly better at evaluating which aspects of a
concept a student correctly understands, rather than diagnosing common incorrect understandings (see
discussion in Hubbard et al. 2017).
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more than one on an exam. The student has no way of knowing which question they
will get ahead of time, so they get the benefit of studying all the questions. However,
the grader(s) have to evaluate only one answer per topic per student, streamlining
grading (as compared to having to grade multiple questions on each topic for each

Figure 3. Example possible answers (shared with students) to an open-ended question about phonetic
transcription. In our class, these answers were all evaluated as equally good, but of course other instruc-
tors might ask a more specific question and then value various answers differently.
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student).7 And, another component of efficiency is the development of the questions
in the first place—it can be faster to come up with a set of open-ended questions than
to devise multiple-choice questions, where both the questions and the answers have
to be developed ahead of time.

The questions included will inevitably be different in their scope and subjective dif-
ficulty level, both inherently and because of things like whether specific answers have
been discussed with students. Our software allowsmore flexibility than typical random-
ization tools. As described in section 3.1, each question can be tagged with topic, diffi-
culty level, and other key information. In turn, the question generator can create an
exam that has, for example, one question on phonetics and one on morphology, and,
orthogonally, one easy and one hard question, and, orthogonally again, no more than
one question from a given language. With a sufficiently large database, all these para-
meters can be met, such that exams should be roughly comparable in terms of ‘fairness’
across students, despite randomization (see also section 5.3).

3.4 Question availability

One potential concern with using random sampling in the way described above is
that, if we begin with the premise that testing itself enhances learning, then using
such a small number of selected questions on each exam could mean that only
those few, specific topics will be ‘learned’ in the long term. This leads to the third
key feature of our approach: while students cannot know ahead of time which ques-
tions they will be asked, they have access to the database of exam questions in
advance. Crucially, the database is not simply provided en masse shortly before the
exam, but rather, new, relevant questions are provided after each class session with
the intention that students will use those questions consistently throughout the
term in order to test themselves and thus take advantage of the testing effect beyond
the utility of the in-class exams. And, in our classes, they seem to do exactly this; at
least one student showed up to office hours with an entire list of the questions and
their own sample answers, and others certainly asked questions suggesting they
were doing something similar (see also discussion in section 4.3).

While there is no magic formula for forcing students to engage in such behaviour,
providing questions on a regular basis gives students both (a) a concrete study
method that encourages them to test themselves and get help if they need it and
(b) materials to use for studying, thereby increasing their chances for successful learn-
ing. That said, we do think it would be even more beneficial to provide students with
more explicit guidance on the theory behind this approach to exams and to give them
chances to practice studying and getting feedback on their responses in tutorials; this
is not something we specifically did in the courses described here, but is how we are
now implementing this approach.

Note that there is an important difference between providing students with the
actual exam questions and giving them a list of ‘key concepts’ to study. While a

7Having different questions for each student may make things somewhat slower than having a stack of
identical questions. But, with a very small number of questions per student, and similar types of questions
across students, our experience is that grading is faster overall than with our traditional exams.
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list of topics may focus students’ attention on the right ideas, it does not provide any
additional support for how to study. A student could, for example, re-read the rele-
vant textbook sections or re-watch part of a class lecture, instead of retrieving the
knowledge for themselves. By framing the items in terms of questions, we give stu-
dents a framework in which to actively try to answer those questions as part of
their study habits and hence benefit from the testing effect.

There are additional advantages to providing questions ahead of time. There are
many different ways that exams can be structured, and students come in with differ-
ent degrees of experience with a variety of question types. Those with wider experi-
ence may have an advantage when it comes to performance on an exam, simply
because of their ability to anticipate likely exam questions, regardless of any actual
difference in mastery of the material. By providing students with the actual questions
that will be asked, we put them on a level playing field in this regard.8 In addition to
our own observations along this line, another professor in our department, who was
in the process of implementing this approach for the first time, reported to us that a
(graduate!) student specifically commented on the utility of the review questions to
create a guided study experience, as compared to passively reviewing material.
Furthermore, providing questions ahead of time reduces the ‘unknown’ aspects of
an exam that can contribute to test anxiety. These benefits, combined with the supply
of material to encourage self-testing/retrieval practice, means that the structure of the
assessment style in the course should facilitate everyone’s long-term success.

We should stress, too, that providing students with the questions in advance does
not mean that there is no test of a student’s ability to apply concepts to new mater-
ial—this is just done outside of exams themselves. For example, in our course, there is
a weekly handout of problems that guide in-class discussion. It is rarely the case that
all parts of all questions on the handout are covered in class, but exam questions can
directly reference those un-discussed items. This gives students motivation to try out
the additional exercises and makes them more likely to seek help or feedback at an
appropriate time. Once we started explicitly listing questions about these exercises
as possible exam questions, we had more students coming to office hours and tutor-
ials having specifically tried these questions on their own and asking us for additional
feedback than we had ever had before, even though we have always stressed the use-
fulness of trying these questions for practice. Additionally, for the final exam, we pro-
vided a new dataset and possible accompanying questions—students were told that
they could discuss it amongst themselves and ask general questions, but no feedback
was provided about the correct analysis (or even what elements were to be analysed).
This question allowed us to push students to apply knowledge in new ways, and
seemed to be effective. It was very clear from questions we got before the exam
that many students were indeed working through the problem (e.g., they would
ask about a general theoretical concept that would be helpful in analysing the dataset,
even if they avoided asking about the dataset itself), and many were able to

8Again, this is not an entirely novel practice, but we are more familiar with it in the context of instructors
giving students a list of essay questions, some number of which students should expect to see on an exam.
What’s different here is that we are providing all questions, regardless of type, ahead of time and on a daily
basis.
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successfully work through a complete analysis on a previously unseen dataset. At the
same time, it was also effective at identifying students who really did not understand
the underlying concepts, as they tended to completely fail these questions on the
exam. Of course, we’d rather have all students succeed, but the failure of some stu-
dents is a useful barometer of the principle; giving students questions ahead of
time does not just automatically lead to across-the-board perfect grades—students
still need to put in the work to answer them.

To summarize: we have found that providing students daily with specific, open-
ended questions that will form the basis for a randomly-sampled exam actively
encourages good study habits in the form of effortful retrieval practice along with
feedback. This approach allows instructors to target skills and concepts relevant to
linguistics and allows students the opportunity to take ownership of their learning
and be on a more level playing field when it comes to approaching exams.

4. Implementation

In this section, we go into a bit more detail about the question bank and Python
script, and then demonstrate more specifically how we have used this approach in
an introductory phonetics and phonology course.

4.1 Question database

The question database used by the exam generation script is built by the user to
custom-suit the course, following the template provided with the script. The develop-
ment of the database is by far the most time-consuming—and most important—part
of this assessment approach; however, the work involved can be distributed over the
term. Not only do the questions need to be thought-provoking and numerous enough
to motivate students to practice consistently throughout the course, but they also need
to cover a wide range of values across several dimensions for the randomized nature
of the exams to be fully feasible. For instance, if exams are to include questions from
five different topics across three different difficulty levels, then each of those fifteen
combinations should have at least one question—preferably several—to draw from.
(For reference, our database included about 400 questions, though many were ‘ver-
sions’ of the same question—e.g., sixteen of them asked the same question about
how to transcribe a word, each focusing on a different word.)

4.2 Python script

The exam generation script provides a text-based interface that is run from the com-
mand line or Python console. The user inputs the path to a plaintext configuration
file (created by the user) with parameters for the construction of a session’s exams
(as described in section 3.1). The software then outputs student copies, instructor
copies, and a question bank as LaTeX source (.tex) files that the user can compile
into .pdf format (see, e.g., Figure 4), using a regular LaTeX editor. No knowledge
of Python programming is required to interact with the script, but one does have
to have Python installed and know how to open and run a script. LaTeX can be either
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installed on the user’s local machine or used online, and use of our software requires
minimal to no knowledge of LaTeX markdown.9 We include documentation on the
project GitHub site for how to set up Python, run the script, and use LaTeX to
generate .pdfs, including the minimal knowledge one needs to be aware of to ensure
basic formatting.

4.3 Example usage

One advantage to this system is that it is customizable for a wide variety of situations
and uses. In the three sections of the same course we have used it in so far, we have
tried seven different implementations that fall into three broad categories: (1) a writ-
ten exam, (2) an oral exam, and (3) an oral ‘quiz.’ Below, we do give the very specific
details of how we used the strategy, but our intention is that instructors shape the
implementation to their own needs, while incorporating the particular elements
that are in keeping with the larger philosophy of encouraging student learning via
effortful retrieval.

In all cases described here, assessments were administered as part of a fully online,
introductory phonetics and phonology course (LING 200) at the University of British
Columbia-Vancouver (UBC), during the COVID-19 pandemic. The course had
always previously been taught in person, and very little about the delivery changed
during the online conversion other than the assessments themselves. Enrollment in
the course ranged from N = 42 in the summer to N = 136 in the fall.

Figure 4. Sample layout of a question from a generated .pdf exam. (ASL images from ASL-Lex 2.0, Sehyr
et al. 2021). Note that the student copy would be identical to the above, except without the “Instructor
Notes” section.

9Note that a user may use markdown to format questions and formulae, etc., but does not have to. For
instance, the itemized list in the ‘Data1_latex’ column of Figure 2 above could have been input as a screen-
shot from a separately formatted source, instead of formatted in the database using LaTeX markdown.
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Exams consisted of 5–6 questions per student; quizzes had only two. All were
explicitly ‘open book.’ Students were informed in advance about the topic and diffi-
culty distribution, in addition to being given access to possible questions throughout
the term as described in Section 3.4. We included constraints against the repetition of
topics and questions within and across exams.

For written exams, the software generated a separate document for each student,
with one question per page, in a pre-set order; each student got access to their
own question document online. All questions were required to be answered during
a 45-minute window. For the oral exams and quizzes, students signed up for an
online time slot (15 minutes for exams, 5 minutes for quizzes) with the instructor,
during a multi-day window. In this case, we had the software generate a single docu-
ment containing all exams for a given day’s schedule, with one question per page, in a
random order within each exam. During the assessment itself, the instructor shared
the .pdf containing the questions on screen and advanced through them one at a time.
If students made a concerted effort to respond to each question and move forward,
there was no obligation to complete the exam; instead, grades were based on the ques-
tions actually answered. The instructor did not provide overt feedback, but did ask
clarification and follow-up questions as warranted to better gauge the student’s
level of understanding.

We found that grading this style of exam was surprisingly easy, despite the les-
sening of ‘flow’ that one often achieves when grading a stack of identical questions.
We decided to assign all questions the same value,10 regardless of difficulty, to help
even out potential inequalities. Specifically, we were worried that these might arise
due to the random selection of questions or subjectivity in decisions about ‘diffi-
culty,’ as in our case, difficulty levels were based on our own impressions from
experience teaching this material over the years, and not, e.g., determined by aver-
age past performance on the same questions or student ratings. In our classes, we
had only the primary instructor grade all of the questions on all exams, to mitigate
variability (especially with oral exams). The ease of grading depends a bit on the
format of presentation. For oral exams, grading can be done essentially in real
time, with a bit of time after the fact needed to actually enter grades and comments.
For written exams, grading is easiest when students can write in their answers
immediately below their own questions, rather than having a ‘template’ that all stu-
dents use, because the latter approach necessitates cross-referencing the original
questions. Although there is a subjective component to grading open-ended ques-
tions, we received no complaints about the specific grades students earned on any
of the seven exams across three terms; see also section 5.3 for discussion of student
perception of fairness.

Choosing between oral vs. written exams and open- vs. closed-book exams are
topics beyond the scope of this paper, and have been discussed extensively elsewhere
(e.g., Huxham et al. 2012, Iannone et al. 2020, and Theobold 2021 on oral exams;
Theophilides and Dionysiou 1996, Agarwal et al. 2008, and Roelle and Berthold
2017 on open-book exams). Note that it is not yet clear whether there is a learning
advantage to having either open- or closed-book exams; e.g., Agarwal et al. (2008)

10Details of the rubric used are available on the project’s GitHub site.
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found no particular longer-term advantage for either exam type. Given (1) the
reported psychological benefits to students (e.g. Theophilides and Dionysiou 1996),
(2) the fact that being explicitly open book reduces risk of overt examination miscon-
duct, and (3) the fact that most ‘real-world’ linguistics applications allow access to
resources, we personally prefer the open-book approach. An open-book exam does
itself provide feedback to students in a way that is thought to induce the testing effect
for the material actually on the exam (Rowland 2014). Another advantage to our
approach is that it is relatively simple to switch between oral and written exams, in
either direction (see also Waterfield and West 2006, section 5.5, for a more careful
examination of a preference for oral rather than written exams among students
with disabilities, especially dyslexia). Impressionistically, while many students pre-
ferred the familiarity of written exams, they generally performed better on the oral
exams (the variability in implementation means that statistical comparison isn’t appro-
priate, but the median scores on oral exams ranged from 5 to 10% higher than those on
written exams).11 At the same time, the scores on both written and oral versions ranged
widely, from failing grades of 20–30% to excellent marks of 100%, suggesting that the
randomized style still allows for differentiation among students.

Furthermore, this approach seemed to incentivize exactly the behaviour we want
from students. From our impressions as instructors, they engaged with the material
and seemed to consistently review it on their own, practicing new applications, asking
about it in tutorials, and discussing it with each other. It felt as though students were
empowered to take control of their learning because we had given them a structure
that naturally supported best practices in terms of study habits. For us, the change
was especially noticeable in the kinds of questions students were asking. We got
fewer questions about minor points within the reading, what would be on an
exam, or what the “final” answer of a question might be, etc. We also got more ques-
tions that showed students were re-engaging with previous problems and trying to
better understand the underlying principles behind them, and attempting the add-
itional practice problems on their own (these questions sometimes were generic ques-
tions such as “Can we go over problem X?” and sometimes more explicit questions
such as “Would this be a good explanation for how I came up with the underlying
form?”). In large part, this is because we literally told them which questions would be
on the exam: e.g., they knew they might have to explain how to figure out the underlying
representation of a particular morpheme in a dataset, and would not have to explain a
minor concept that was never discussed in class. But telling students what the questions
will be is not the same as giving them the answers; it is just being more explicit about
what components of a practice problem or class discussion they should be working to
understand. Students are then able to direct their energy to the right areas.

5. Quantitative and qualitative analysis

There are many caveats to doing statistical analysis on observational course data,
especially data generated during such an abnormal time as the years 2018–2021,

11It is beyond the scope of this paper to examine what to attribute this difference to, but student studying
behaviour, the interaction between student and instructor on the exam itself, and instructor grading behav-
iour are all possibilities.
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including the beginning of the COVID-19 pandemic. Observational data is not con-
trolled experimental data—the students and instructional teams in the courses are
different; the method of delivery (face-to-face vs. online) varies; the external stresses
on everyone differ radically; the implementation details of exams and course content
vary; etc. That said, it is useful to see whether there are any obvious trends that would
indicate either an advantage or a disadvantage for students who experienced the ran-
domized approach to exams as compared to a ‘traditional’ (non-randomized)
approach. The ‘traditional’ exams here consisted of both open- and closed-ended
questions; they were closed-book; and they were written in person during class
time. Most crucially, they did not consist of a small random sample of questions
unique to each student; all students received the same exam and did not know the
possible questions ahead of time.

We examined two grade-based outcomes as well as student evaluations of the
course. The two grade-based outcomes were the effect of traditional vs. randomized
exams on (1) the final course grade within the LING 200 course itself, and on (2)
exam and final grades in LING 311, a subsequent upper-year course focusing on
phonological analysis, for which LING 200 is a prerequisite. We then also examined
student responses to course evaluations in the traditional and randomized versions of
LING 200. This retrospective study was carried out under approval from the UBC
Behavioural Research Ethics Board (#H21-02730).

We attempted to control for as many variables as possible. This included examin-
ing data from only summer term sections of LING 200, to maximize consistency of
enrollment and pace of course. All sections, both with traditional exams (summer
2018 and 2019, in-person) and randomized exams (summer 2020 and 2021, online)
were taught by the same instructor (author KCH), and the rest of the course content
was as equivalent across the four sections as such things can ever be. Grade-based
data were included from all students in the courses, except three students who earned
zeroes on the final exam.12

5.1 LING 200 results

Figure 5 shows final course grades for students in LING 200, grouped by course
format (traditional vs. randomized exams). Overall, there is no obvious difference
in the final course grades based on exam type, and this was confirmed with a simple
t-test comparing final course grades across the two types of course [t(131.14) = 0.39,
p = 0.70]. To the extent that grades reflect knowledge, then, there seems to be no
immediate benefit or detriment to the use of randomized exams. Given the number
of factors working against students in the terms where randomized exams were used,
it is at least encouraging to see that there was no serious negative effect of this radical
change, though of course it would have been even better to see specific increases (see
also e.g. Supriya et al. 2021 for related discussion of student perceptions and academic
performance during COVID).

12The gathered data did not provide information about whether these students (one from a traditional
section and two from a randomized section) simply failed to take the final exam or actively failed to earn
any points in their attempt.
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5.2 LING 311 results

We next consider the grades from LING 311. Again, to maximize control, we col-
lected data from only the sections of LING 311 that were offered in the fall terms
of 2018, 2019, 2020, and 2021. Three of these sections were taught by a single
instructor; one term, fall 2019, was taught by a different instructor. Neither of the
two instructors was involved in the delivery of any section of LING 200 considered
here, and both were full faculty members with experience teaching both courses at
UBC. All four sections had traditional-style exams; the 2020 section was online,
and the exams in 2020 and 2021 were open book.13

Data were gathered from all students in the courses, but some data points were sub-
sequently excluded. First, as above, data for students who earned zeroes on the final
exam were removed (N = 3). Second, data for fall 2021 students were excluded if we
did not also have their data from LING 200, as we had no way of determining whether
they experienced a traditional or randomized LING 200 section (N = 36).14 Finally, we
included only students who took the two courses in immediately consecutive terms.
Although it removed a large number of students from the analysis (N = 147), we felt
that the confounds related to this factor (e.g., the variable length of time between
courses, the different attitudes of students who choose to take the courses back to
back vs. separating them, etc.) outweighed the benefits of larger numbers.15

Figure 5. Distributions of final LING 200 course grades for two years’ worth of traditional exams and two
years’ worth of randomized exams.

13We acknowledge that there is still a large amount of variability here that impedes our ability to get a
clear look at the effect of LING 200 type. However, as we think that the effect on future courses is a better
measure of long-term learning than changes within the course, we think it is still worth making the
comparison.

14Note that the same was not true for students in fall of 2020; if they did not take LING 200 in the imme-
diately preceding summer term, then they must have been in a traditional-style LING 200 course, even if we
did not have their actual data from LING 200.

15Note that the trends if all students were included are similar to those shown in Figure 6, and in neither
case are any differences statistically significant.
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Figure 6 shows the results on three different components of LING 311: the mid-
term exam, the final exam, and the overall course grade, separated by the type of
exam experience students had in LING 200. Among these students, there seems to
be a small benefit of randomized exams in LING 200 on the midterm exam in
LING 311, but no difference post-midterm, although the effect of randomization
does not reach statistical significance. This was confirmed using a linear mixed-effects
regression model predicting grade from type of LING 200 course and item in LING
311, with random intercepts for each student. This model was compared to one with-
out the LING 200 course type being a predictor, and the two were not found to be
significantly different assuming an α of 0.05 [χ2(3) = 6.69, p = 0.08].16 The fact that
the effect (such as it is) is limited to the midterm exam suggests that it might have
more to do with better recall (i.e., enhanced learning) of the earlier material in the
course, which is more directly related to material in LING 200 than materials later
on, than it does with any longer-term change in study habits of the students.

5.3 Student evaluations

We additionally examined student responses to the course evaluations for the rando-
mized LING 200 courses. In retrospect, it would have been even better to have a
customized questionnaire that specifically addressed the exam structure, to get a
better picture of how student behaviour may have changed, but in the absence of
this, we can use the standardized questions as a proxy. Again, we focus on the
summer sections described above. However, not all students filled out the question-
naire; of the 69 students in the traditional sections in 2018–2019, 34 students (49%)
submitted responses, and of the 91 students in the randomized sections in
2020–2021, only 30 students (33%) did. Hence, the following data may not be

Figure 6. Distributions of midterm exam, final exam, and final course grades in LING 311 for two years’
worth of traditional exams and two years’ worth of randomized exams in LING 200.

16See the supplementary materials for details of the two individual models.
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truly representative of student impressions. Additionally, we note that “[s]tudents
typically are not well situated to evaluate pedagogy” (Stark and Freishtat 2014: 6)
and that there are many concerns with trying to interpret student evaluations of
pedagogical ‘effectiveness,’ so these responses should be interpreted as reflecting
student feeling rather than, e.g., learning outcomes.

We focused on (1) the answers to four specific prompts posed by the university
that seemed most germane to student experiences of the difference between tra-
ditional and randomized exams and (2) the free-form responses that students gave
that mentioned anything about aspects of the course that differed between the two
course types. The four specific prompts examined here were (with key words used
in Figure 7 bolded): (a) “The instructor made it clear what students were expected
to learn”; (b) “The instructor communicated the subject matter effectively”; (c)
“Overall, evaluation of student learning (through exams, essays, presentations, etc.)
was fair”; and (d) “The instructor helped inspire interest in learning the subject mat-
ter.” Students could respond to these using a five-point scale, with ‘1’ meaning
‘strongly disagree’ and ‘5’ meaning ‘strongly agree.’ Following the guidelines at
UBC, we use the interpolated medians as the most useful summary measure of
these scores; the interpolated median takes the frequency distribution into account,
which we also visually illustrate in Figure 7.

As can be seen in Figure 7, both the distributions and the interpolatedmedians for the
two types of courses were quite similar for each of the four questions. A linear regression
predicting score from prompt and course type showed that there were no significant dif-
ferences; the responses to the four different prompts were not different from each other,
the responses from the two course typeswere not different from each other, and the inter-
actions between the two were not significant.17 The one element that was close to being
significant was that the scores for the question on ‘fairness’ were slightly lower than the

Figure 7. Distribution of responses and interpolated medians for four questions on student evaluations
of teaching, for two years of traditional exams (top) and two years of randomized exams (bottom). See
main text for details of the four questions asked.

17See the supplementary materials for details.
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scores for the question on ‘clarity’ (t(7, 244) = 1.93, p = 0.05; note that ‘clarity’was simply
our arbitrary baseline question), but interestingly, the students in the randomized sections
had a smaller difference than those in the traditional sections (though again, this differ-
encewas not significant; t(7,244) = 0.363,p = 0.72). This is also the only prompt forwhich
there is also a difference in the distributions; under the traditional approach, there were
more ‘4’ responses than ‘5’s, while in the randomized approach, there were more ‘5’
responses than ‘4’s. Together, this suggests that if anything, students found the rando-
mized approach to exams a fairer examination structure than the traditional approach.

Finally, we can look at the free-response comments from students. While we did
specifically ask students to address the format of exams, very few students did so, and
when they did, they more often commented on the use of oral as compared to written
exams rather than the use of randomized exams, so we have few comments to report
here. This suggests that students were not particularly affected either positively or
negatively by the switch. We include some comments below to give a sense of
both the positive and negative concerns from students; note that these also include
comments from the fall section of the course, unlike the scores shown in Figure 7.

• “My least favourite part of the course was the oral mid–term exam. However, I
appreciate how [author KCH] went above–and–beyond to ensure that it was
fair.”

• “I was nervous about the oral midterm, but I do agree that it was a fair way of
assessment. I liked how each topic had a handout sheet with lots of practice
questions. I understand why Prof Hall doesn’t have answer sheets, but for the
trickier questions, I think it would be helpful to have an answer sheet posted
after a certain amount of time. I liked how she included student examples of
a good analysis.”18

• “The post class emails and sample exam questions were really helpful to sum-
marise the content and keep caught up with all aspects of the course.”

• “Everything was doable and really tested your knowledge of course content. It
was nice that all the content connected, by the end of it I found myself using
aspects I learned in week 1 in a week 11 assignment.”

6. Discussion and conclusions

Our aim in this paper has been to summarize some of the literature on the testing
effect, i.e., the utility of effortful retrieval practice in improving learning, and to
explain one approach to facilitating such practice in the linguistics classroom. Our
system involves providing students with open-ended exam questions after every
class session, with the intent that students use these questions to structure their
study sessions and test themselves. We use custom-built software to create short,
random-sampled exams that balance subject, difficulty, and other factors, which
allows flexibility in exam administration and grading. Although we have not

18Note that although several students requested answer guides, providing them would seriously com-
promise exam integrity given the randomized structure and open-book policy on exams. As this student
noted, we did provide examples of good answers instead.
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conducted a controlled experiment based on this technique, there do not seem to
be any obvious negative consequences to the approach, either in the introductory
course where it was implemented or in the subsequent higher-level course.
Impressionistically, it seems that students are indeed focused on the type of engage-
ment, studying, and learning that we would like to see in our classrooms.

In addition to the strict learning benefits, we also think this approach increases
accessibility and intersectionality in the classroom. The open-ended nature of the
questions allows students to draw on their own experiences and understanding and
highlight how they think about the topics, rather than forcing them to think about
material in exactly the same way as the instructor. The fact that the actual exam ques-
tions are available on a daily basis removes some of the anxiety around unknown
exam content and structure, and gives all students access to optimal study strategies.

We think that these techniques could be useful in any classroom, but we have high-
lighted their utility for linguistics: the type of subject matter taught in linguistics classes
is likely prone to the benefits of the testing effect, and even though ‘linguistics in the
real world’ does not necessarily involve test-like situations, the act of testing the type
of knowledge we want linguists to have is likely to increase students’ learning of it.

We do think that it would be beneficial to probe the benefits of this approach
more systematically; we implemented it during the COVID-19 pandemic, largely dri-
ven by necessity rather than careful design. It would be useful, for example, to evalu-
ate the effects beyond numerical achievement scores and get direct feedback from
students about their personal experiences in this system. Are they in fact using the
questions for self-testing as intended? How often and in what contexts do they
look at them and practice with them? Do students typically write out answers and
then refer to them on exams, or simply practice the material orally / mentally? Do
they feel that having the database of questions helps them understand the expecta-
tions in the course? Do they feel their engagement is the same or different than it
would be with a traditional exam? Does the fact that they know the exam will
have just one question per topic mean they skipped over some topics in studying?
These are all questions that it would be useful to have student answers to rather
than our anecdotal impressions.

In conjunction with this information seeking, we think it would be useful to
instruct students more directly about the pedagogical aims of the approach and
how they can best make use of the resources provided, especially given the evidence
that students are often not very good judges of study-practice effectiveness. In our
classes, we mostly just presented this approach as a fait accompli rather than spending
time discussing the intentions and benefits, but in retrospect, it would probably be
beneficial to students to have more concrete information about our intentions.
Rawson and Dunlosky (2011) provide a very specific recommendation for how stu-
dents should go about self-testing: they suggest that it’s best to aim for the ability
to correctly answer a question three times during the first learning session, and
then to have three subsequent “re-learning” sessions in which the question is
answered correctly once per session. We have not made any recommendations of
this sort to our students—just provided them with the questions—but it would likely
be helpful to them to have a sense of ‘how much’ studying they should be aiming for
and what the benefits will likely be.
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In sum, we think that linguists should be aware of the benefits of effortful retrieval
as a study practice, and design courses that actively support students in engaging in
this technique. While it is indeed more effortful, it likely has long-term benefits for
improved student learning. Finally, we hope that the free, open-source software we
have introduced here will assist instructors in creating randomized assessments that
promote better learning.

Supplementary material. The supplementary material for this article can be found at https://doi.org/10.
1017/cnj.2024.24.
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