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Generating globally optimised sagittal gait cycles of a biped robot
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SUMMARY
The paper is aimed at generating optimal gait cycles in the
sagittal plane of a biped, the locomotion system of which
has anthropomorphic characteristics. Both single and dou-
ble support phases are globally optimised, considering
incompletely specified transition postural configurations
from one phase to the other. An impactless heel-touch is
prescribed. Full dynamic models are developed for both gait
phases. They are completed by specific constraints attached
to the unilaterality of contact with the supporting ground.
A parametric optimisation method is implemented. The
biped joint coordinates are approximated by cubic splines
functions connected at uniformly distributed knots along the
motion time. The finite set of unknowns consists of the joint
coordinate values at knots, some gait pattern parameters at
phase transitions, and the motion time of each phase. The
step length is adjusted to the prescribed gait speed by the
optimisation process. Numerical simulations concerning
slow and fast optimal gaits are presented and discussed.

KEYWORDS: Sagittal gait; Parametric optimisation; Cubic spline
interpolation; Impactless gait; Gait optimisation.

1. INTRODUCTION

The most striking characteristic of bipedal gait is certainly
its intrinsic instability due to intermittent, unilateral contacts
with the supporting ground. Mainly for this reason, the gait
of current biped robots obeys control strategies based on
dynamic stability approaches using the well-known concept
of Zero-Moment Point (or ZMP)."* Another matter of
concern for mechanical bipeds is their walking range when
considering the energy consumption. Not very well organ-
ized movements could be costly to execute. Thus, there is
the need for improving the dynamics of gait in order to
reduce the energy expenditure. With this aim in view, some
researchers attempted to exploit the natural dynamics of
bipeds so as to perform passive bipedal walking,”” or to
lower actuating efforts during the swing phase.*'° In this
way, although efficient bipedal walking is necessarily
active, even on level ground, it must take advantage of the
natural tendency of a biped to perform as a compound
pendulum system during the swing phase of gait.'” Mini-
mizing a suitable performance criterion defined during the
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gait cycle will help to generate active walk benefiting at best
from the pendular effect of gravity.

Early researches on bipedal gait optimisation were
focused on the single support phase (or swing phase).'*"* In
most approaches, a gait cycle consists of the single support
phase followed by an instantaneous impact at the end of the
swing.'*" The double support phase has rarely been studied
as in reference [14]; it is commonly considered as
instantaneous. However, the part played by the double
support phase in the gait cycle is quite important to ensure
an appropriate propelling effect, as well as to guarantee
some continuity conditions at phase transitions, together
with equilibrium recovery. Moreover, it would be interesting
to evaluate its relative time length in comparison with the
swing phase travelling time.

This paper is the continuation of earlier researches related
to optimal gait generation of the biped BIP described in
reference [15]. In previous works,'*'* gait optimisation was
performed into the frame of the optimal control theory using
Pontryagin's Maximum Principle. Only the single support
phase was generated in reference [10], while the two phases
of gait of a five-link planar biped were optimised separately
in reference [14]. In this paper, unlike former approaches,
we present an algebraic optimisation method using a
parameterisation technique for generating a complete gait
cycle. Cubic spline functions are used to approximate
generalized coordinates on time subintervals. This tech-
nique introduces a finite set of discrete optimisation
parameters. It allows sub-optimal solutions to be easily
computed. Spline functions are connected at points uni-
formly distributed along the time history. The connecting
mode ensure the continuity of second derivatives, and
consequently of joint accelerations at knots.

As in references [10, 14], we consider walking without
impact in order to avoid destabilizing effects in controlling
optimal reference gait trajectories.'® In fact, in the present
study, we go further in smoothing the biped movement by
introducing continuity conditions on accelerations at gait
phase transitions. In this way, actuating torques, together
with reaction ground forces are continuous on the overall
gait cycle. This smoother dynamics is aimed at ensuring
more stable trajectory tracking by the robot controller.

The performance criterion we minimise is the time-
integral of quadratic actuating torques. As during walking
the biped works against gravity, the minimisation of joint
actuating torques will favour upright walking together with
gait benefiting from pendular effect.

We give prominence to dealing with the double support
phase of gait. Since the locomotion system of the biped
works as an over-actuated closed-loop mechanism, the
indeterminacy of actuating torques and ground reaction
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forces must be solved. To that end, the method developed
presents two levels of optimisation: At the first level,
actuating torques are extracted as a minimal norm solution
of the inverse dynamic model describing the evolution of
both the torques and the ground reaction forces. In this
manner, actuating torques appear as functions of gener-
alized coordinates and their first and second derivatives. It is
then possible to express the performance criterion as a
function of parameters defining the generalized coordinates.
Then varying the optimisation parameters can minimise, in
turn, the criterion.

The paper is organized as follows: Section 2 is an
overview of the method developed. In Section 3, inverse
dynamic models of both gait phases are stated and solved
with respect to joint actuating torques. Section 4 is devoted
to the formulation of constraints specifying a feasible walk,
which results in defining a maximal set of free postural and
velocity parameters that are considered as complementary
optimisation variables. The parameterised optimisation
problem is stated in its final form in Section 5. Section 6
presents two numerical simulations that demonstrate the
method developed. Finally, we describe conclusions in
Section 7.

2. BASIC PRINCIPLE OF THE OPTIMISATION
METHOD

For the sake of simplicity, let us consider an N-link planar
kinematic chain (Figure 1), and assume that

(i) The proximal link L, and the distal link L, may be or

not in contact (or jointed) with a supporting base L,,.

(i) Any motion is described by a set of n generalized
coordinates ¢;s such as q=(q,, . . ., q,)", n>N, q being
the configuration vector.

(iii) The mechanical system can be over-actuated; in other
words, it can be subjected to m actuating inputs us
such that u=(u,, . . ., u,)", with m>n.

A Lagrangian dynamic model can be expressed as an n-
vector equation:

B(q. 4. H)=A(qu ey

where B is a short notation for the left hand member that has
the structure

B(q, ¢, 1) =M(q)q+C(q, 9)+G(q).

L) L)

N

Fig. 1. Closed and open N-link kinematic chains.
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In the above expressions

* ( (resp. §) is the first-order (resp. second-order) time
derivative of q

* M is the mass matrix of the mechanical system in the
configuration q

* C regroups the Coriolis and centrifugal terms, while G
represents the gravity terms

* In (1), A is a (nxm)-matrix depending on q.

Our objective is to generate an optimal motion satisfying (1)
over an interval of time [0, T'] between two constrained end
locations q(0), q(7") such that

Cy(q(0))=0eR™, ny<n @)
C,(q(T))=0eR", n,<n’
while minimizing the integral of quadratic inputs:
T
Minimise J, J= | u’ W u dt, 3)
0

where W is a given (m x m)-dimensional weighting diagonal
matrix.

Conditions (3), (1), and (2) typically define an optimal
control problem. We intend to restate this problem into an
algebraic optimisation problem, considering a finite set of
discrete optimisation variables. A general means to achieve
this goal consists in representing the generalized coor-
dinates ¢;s using approximation functions ¢;s defined by a
finite set of parameters x € R” such that

i<n, g()=@(X, t). 4

If we set

e=(@1, ..., @), 0pldt=@, I’@/It’=¢,,  (5)

then Equation (1) must be satisfied with respect to x as
follows

te[0, T], B(e(x, 1), ¢.(X, 1), ¢ 2(X, N)=A(@(X, 1)) u(?). (6)

In order to minimise J in (3), the vector u of actuating inputs
must be explicitly formulated as a vector-function of x and
t by solving in u the linear algebraic system (6). A special
attention is devoted to this solving operation in the next
section. Assuming that this computing process is achieved,
the vector-function u can be formally written as

u()=Ux, ) =U(e(x, 1), @ (X, 1), ¢ (X, 1)). (N

In this way, the cost J can be expressed as the following
function of x

J(X)=JT U'(x, ) W U(x, 1) dr. ®)
0

In the same way, constraints (2) can be reformulated in x
into the form

€))

Cole(x, 0)=0
Cr(e(x, T)=0"
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Through (4), (6), and (7), the optimal control problem (1),
(2), (3) is thus reduced to the constrained optimisation
problem (8), (9) which consists in minimizing the function
J(x) depending on the finite set of discrete variables x;s in X,
while satisfying the equality constraints (9).

3. DYNAMIC MODELS

During the gait cycle, the biped performs as a varying
kinematic structure due to the fact that double support
phases alternate with single support ones. During the double
support phase (DS-phase or bipodal phase), both feet are in
contact with the supporting ground and the locomotion
system works as an over-actuated close kinematic chain. In
this case, movements generated must avoid undesirable
antagonistic efforts in the mechanical structure that could
provoke destabilizing effects, such as a break in the ground-
foot contact or sliding. During the single support phase
(SS-phase, or unipodal, or swing phase) the biped moves as
a rooted tree-like mechanical system. Motions must be
organized in order to avoid ground collision together with a
heel-strike of the swing foot. Dynamics of each above main
phases of gait call for specific modelling.

3.1. Double support phase model

Figure 2 shows initial and final postural configurations of
the DS-phase of the planar biped. At the beginning of the
bipodal phase, the rear foot is flat on the ground, and the
front foot is in contact at heel level. We assume that during
the whole phase, both feet are pivoting in the vertical plane,
the first, round its tip, and the second, round its heel. This
phase ends as soon as the front foot is flat on the ground.
The locomotion system is then kinematically equivalent to a
seven-bar mechanism.

Dynamic equations of such a constrained mechanism can
be derived by opening the kinematic loop, and by using
Lagrange's multipliers. We make use of this technique in a
more radical manner, by considering the biped freed from
its two ground contacts (Figure 3). This approach enables
the contact forces to be directly integrated into the
Lagrangian dynamic model. In fact, we will consider such

Initial Final
postural postural
configuration configuration

Fig. 2. Biped configurations at beginning and at end of the
DS-phase.
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Fig. 3. Flying kinematic model of a seven-link planar biped.

forces as unknown external forces to be applied in order to
keep the tip of the rear foot, and the heel of the front foot,
in their assigned contact positions.

Considering the biped as a free system, we define a vector
q of generalized coordinates comprising the Cartesian
coordinates ¢, and g, of the hip, together with the absolute
joint rotations ¢; to g, of the seven links numbered from 3
to 9 (Figure 3), thus q=(q,, . . . , ¢o)".

Closure conditions are defined as

(10)

{(bR(q) =ByB (41, ¢ 47 qs» 49)=0€R’
br(@)=AALq1, 920 945 G5 QG)ZOERZ

where ¢, (resp. ¢) is related to the rear (resp. front) foot.

The force F, applied at the tip of the rear foot, and the
force F applied at the heel of the front foot can be projected
as follows:

{FR:FR,AXO+FR,yyO (11)

Fr=Fp Xo+Fp,y, '

Using the above notations, motion equations may be written
in the following form:
M(q)4+C(q, @) +G(q)=Du+JiF+J:F,  (12)
where J, (resp. J) is the Jacobian matrix of ¢y (resp. dp),
D is the control input matrix and u is the 6-order vector of
joint actuating torques.
Considering all active forces u, F; and F, as unknown
actuating inputs, and setting
u’=(u’, Fg, Fp). (13)
equation (12) can be concisely expressed under the form
(1), that is
B(q, 4, §)=A(q)u* 14
where A is the (9x 10)-dimensional control input matrix
defined as the concatenation of three matrices, namely

A=(D, JE, JD). (15)
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Following the general method described in Section 2, we
need to solve (14) with respect to u*. This linear system is
underdetermined (there are 10 unknowns for 9 independent
equations). The approach we put forward consists in
extracting a minimal quadratic-norm solution. The matrix A
having full rank, this operation can be achieved using the
right pseudo-inverse matrix A; of A such that (see, for
instance, reference [17]):

AF=AT(AA") .
Then, among the infinity of solutions to the under-

determined system (14), an optimal one in term of minimal
norm of u* is given by the following expression

u(q, 4, 4
FR(qs Q» q)
FF (q’ q’ (I)

u*(q, q, 4= =Az(@)B(q. g, §). (16)

Recall that we intend to use the expression of u taken from
(16) to formulate the integral of the cost function J in (3).
Also note that u* and q in (16) satisfy the Equation (14).
But, in addition, q must satisfy the closure constraints (10).
These conditions will be fulfilled by minimizing their
quadratic residual values, using the penalty function

D(q) =1 (b (@) + 7 (r (@), A7

to be introduced in the integral cost J, the integrand of
which becoming a function of q, q, §:

J= f [u'(q, 4, &) Wu(q, g, )+P(@)] dr.  (18)
0

Also recall that the g;s in q will be replaced by functions of
type (4), in Section 5.

3.2. Single support phase model

The single support phase, or swing phase, begins at the toe-
off of the rear foot and ends at heel-touch. During the swing,
we assume that the stance foot stays flat on the ground
(Figure 4) implying that g;=o, a constant value. As a

Fig. 4. Kinematic model of the single-support phase.
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Fig. 5. Contact forces applied on the stance foot, and interaction
forces at the ankle.

consequence, the kinematics of the biped can be described
by only 6 independent joint variables such as

O =(q3 G4 95> G Gs> 90" (19)

Moreover, since the biped moves as an open kinematic
chain, there is no indeterminacy in computing the ground-
foot contact forces. Thus, we can use explicitly the reduced
joint-coordinate configuration (19) in order to decrease the
complexity of the dynamic model.

On the other hand, the contact forces of the stance foot
with the ground may be modelled using two normal forces
F, and Fy , applied at end points of the sole, together with
a horizontal force F,g, acting along the AB axis (Figure 5).
This system of forces may be equivalently considered as the
actuating torque uq, and the forces Foq, and Foq, defined
as:

(20)
ey

F 06.x— F AB6.x
Fooy=FaeytFrey—Msg

exerted by the foot on the leg at ankle point Og.

Then, we can adapt the formulations of the previous
subsection to the configuration (19). First, using a control-
force vector defined as in (13) by setting

u*’=(u’, Foe) (22)

and noting that the B, component of B in the left hand side
of Equation (14) vanishes because ¢, is constant, Equation
(12) becomes

B(q, 4, @) =Du+J:(qu g5)Fo. (23)

Equation (23) can be expended in matrix form as in (14)

such that
0 I
A(g)= )

where J*T stands for the Jacobian matrix:

sr_0br
F aq*,

(24)

and I is the 2 x 2 identity matrix.
Now, solving the remaining closure condition ¢ in (10)

with respect to g, and q,: q,=f\(qs 45), 9:=/>(qs> g5)s it
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follows that Equation (14) can be solved in FO, and u as
functions of q* and its time derivatives, that is

FO. =B (a*, 4", i§*
ox=B1(q q (}) 25)
FOq,=B,(q*, q*, 4*)

u(q®, 4%, §*)

By(q*, 4*, 4*)
By(q*, 4%, @)+ LIB\(q*, q*, §*) sin(q,) — Bx(q*, q*, §*) cos(qy)]
—p-' | Bs@" 4% @)+L[Bi(@*, 4%, §*) sin(gs) — Bx(q*, 4%, §¥) cos(gs)]
By(q*, 4*, %)
By(q*, 4%, %)
Bs(q*, q*, %)

(26)

The expression of u in (26) will be used like the expression
of uin (16) to define the integrand of the cost J as a function
of the g;s and their derivatives. Next, functions as the ¢;s in
(4) will be substituted for the g;s.

4. CONSTRAINTS DEFINING A FEASIBLE WALK
We distinguish two types of constraints a feasible step must
obey.

4.1. Permanent constraints
During the gait cycle, several obvious physical conditions
must be satisfied:

4.1.1. Unilaterality of contact. Vertical components of
ground reaction forces must remain positive. Using nota-
tions introduced in subsections 3.1 and 3.2 together with
Figure 5, these conditions can be written as

te[0, Tpsl, Fg,20, F ;20 27

1€[Tps, Tps+Tss],  Frey>0, Fye,>0, (28)

for the DS-phase and SS-phase, respectively. T, and T
stand for the motion time of each phase. Using the notations
given in Figure 5, the vertical component Fy, is correlated
during the SS-phase to both torque and force exerted at the
ankle, by the relationship

Fyey=(ue+(p— ) Fos, — hFos + g Ms @)/, (29)

where M, is the mass of the foot (L), while g is the gravity
acceleration. The component F, is directly given by (21).
Notice that through (21) and (29), constraints (28) result in
limiting the ankle actuating torque u,.

4.1.2. Actuating torque limitations. We define bounded
joint actuating torques by setting

Vite(0, Tps+Tssl,

u (| <u™, i=4,...,9.  (30)

4.1.3. Non-sliding conditions. We assume that ground-foot
contacts are submitted to Coulombian friction. Non-sliding
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conditions must be satisfied during the DS-phase by both
feet and by the stance foot during the SS-phase, namely

SFgy>1Fy,l

Vie0, Tpl. { (€2

SFr > Fp

Ve Ty, Tps+Tssl, f(Fagy+Frey) > Fog | (32)

where f is a given dry-friction coefficient.

4.1.4. Knee counter-flexion avoidance. Like during
human locomotion, we assume that knees can only bend
forward. Such a condition is fulfilled when the following
inequalities are satisfied (see Figure 3 for the notations)

g5(1) = q4()<0

a0 -gn<o O

Viel0, Ths+ T, {

4.1.5. Joint rotation bounds. Due to joint motion limita-
tions, generalised variables are bounded as follows:

Vie [0, Tps+Tss 1,

@< qi(0) — g (LG, ¢ < g 1) — g, (DS g™,
i=4,5,6,8,9. (34)

max max - O

Note that conditions (33) mean that g5 =¢;

4.1.6. Ground collision avoidance. The swing foot must
not strike the ground during the SS phase. This is typically
a problem of trajectory planning with collision avoidance.
We define a virtual obstacle (D) that consists of a small
increase in height of the ground delimited by an arc of a
circle, its radius depending on the step length [, as shown
in Figure 6. The toe and heel of the swing foot should not

5cm

H,=

Fig. 6. Anti-collision zone for the swing phase.
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enter in collision with this obstacle: Ag¢ (D), By¢ (D). The
anti-collision conditions may be formally written as fol-
lows:

VZE [TDS7 TDS+TSS]3 g(lm 91> 925 47> 93> q9)<0° (35)

4.2. Constraints at phase transitions

4.2.1. Definition of a gait step. We define a gait step
including three boundary configurations, each one having
both feet in contact with the ground (Figure 7). They
correspond to phase transitions as follows:

i. An initial configuration (Z) at the beginning of the DS

phase, initialising the gait step.

ii. A middle configuration (m) at transition between the
main two phases (end of the DS phase, beginning of the
SS phase).

iii. A final configuration (f) at the end of the SS phase and
beginning of the next step. If the gait is perfectly cyclic,
(f) coincide with (i), the two legs being swapped.

These transition configurations are defined using non-
independent generalized positions and velocities. At first,
we want to select a maximal set of independent parameters
to be optimised, defining completely these three configura-
tions.

4.2.2. Maximal set of free parameters defining the
transition configurations. As shown in Figure 7, the
initial, middle and final postural configurations may be
completely determined using the following parameters:

e The joint coordinates of the trunk: ¢}, ¢5.

* The joint coordinates of the front leg: ¢\, ¢, q7, g~

* The joint coordinate of the stance foot in configuration (i),
and the swing foot in configuration (m): g, gy

 The step length: .

@ (m)

[ BY a5 A J

Fig. 7. The three boundary configurations of a step.
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Other joint coordinates can be expressed as functions of
above parameters. Firstly, as the stance foot remains flat on
the ground during the SS phase, we have (Figure 4)

4 =q=qs=a (36)

Secondly, assuming that the gait is cyclic, continuity and
periodicity conditions result in the relationships (Figures 4
and 7)

B=95 4= $=4s $=4 =95 G5=q5 (37)
Thirdly, g, and g4 can be easily computed using the double
vector representation (Figure 7)

0,0,=0;04+040,=0,A,+ A,0,.

Projecting the second relationship on x, and y, (Figures 5,
7) gives respectively

q1+1p—lg— 15 cos(qy)

— I sin(q,)

[; cos(gq) +15 cos(gg) = —

. . (38)
l; sin(gy)+1; sin(gg) = — ¢,

where the hip coordinates ¢, and ¢,, during the gait cycle,
are given by (Figures 3, 4, 5)

q1=—(ly cos q4+15 cos gs+1 cos(gs+7Y)) (39)

=— (I, sin g,+[5 sin g5+1, sin(gs+1Y)).

Relationships (38) can be readily solved in ¢; and g5 in order
to obtain ¢, g5, 457, and gg. In this way, we have shown that
the postural configurations at phase transitions are entirely
defined using the 9 primary parameters introduced above.

Similarly, we want to use a minimum set of generalized
velocities to complete the boundary conditions at phase
transitions. We choose the hip velocity and the trunk
rotation velocity in the configurations (i) and (m), as basic
parameters, namely

4 &b @ 41 45 4. (40)

The remaining generalised velocities must be formulated as
functions of the previous ones. In configuration (f), they are
directly deduced from their counterparts in configuration (i)
by swapping both legs:

=41 4h= 33=43
614 CI% % QS, ‘Ie 619 41)
617—514, 513—%, ‘1‘9—%

A first kinematic condition, to be expressed in configuration
(i), results from the fact that the rear foot is assumed to be
motionless at the end of the previous SS phase. Considering
planar motions, the consequence at beginning of the SS
phase may be written as:

V(0)=0, and ¢,=0, (42)

where V(0}) stands for the velocity vector of point Oj. It
can be explicitly formulated as

V(Oly=0e | 4071 SN < sin@=0
lsgs cos(gs)=0

¢y — Ly cos(qh) —
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Both scalar equations in (43) may be solved in ¢, and ¢
under the form

cos(qy) sin(gy)
% = il ,» l i .l“ i q‘ . (44)
qs) sin(g;—qy)| —cos(gy)  —sin(gy) |\ 4>

I I

A second kinematic condition to be used in configuration (i)
is the expression of the impactless contact of the swing foot
at heel-touch, which results in zero velocity of the point Al
(see Figure 7). This condition can be written as

7 y
Vah=0sJ, | 4 =<‘?3> (45)
. qZ
9e
where
yof LsinG)  lsingd)  ysin—y)
T\~ lLcos(¢) —lscos(q) —lycosigi—v))’

The algebraic system in (45) is underdetermined with
respect to ¢y, ¢s, and gs. We have chosen to extract a
minimal-norm solution using the right pseudo-inverse

matrix of J,, namely
s .
gs =Jr<.3>. (46)
. qZ
de

At the end of the SS phase, we assume that the front foot
becomes motionless without slamming its sole on the
ground. This condition results in the following kinematic
constraints

V(0g)=0, and g5=0 47

that are similar to constraints (42). The result of first
condition in (47) can be directly deduced from (44) by
changing the suffixes 7, 8 into 4, 5, respectively, namely

cos(qgs) sin(qs'
?i = ml - 4 ) k . qz . (48)
qs sin(gy —¢5) | —cos(qy — sin(qy 9>
s Is

As a last condition, we must prescribe a zero velocity of
point B at toe-off. Similarly to (45), one can write

a &
I < ) (49)
o q>

99

V(BY)=0=],

with

5o bsin)
"\~ 1 costa)

g sin(gg)

I, sin(qy
—lycos(qy) —lscos(qs) )
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As in (46), we extract a minimal-norm solution from (49)
by setting

s m

q7 g
g =J,:< > (50)
q

. m 2

99
Constraints (36) to (50) formulated at phase transitions
show that the corresponding configurations may be charac-
terized using only the step length, and 14 postural and
velocity parameters we regroup into the following x,
vector

- m\T

Xp=(q5 s G5 G T3> G4 G5 95 &rs G @50 G B35 G5
(51)

In fact, the transition configurations will be optimised
through the above parameters that will be dealt with as
complementary optimisation variables in the following.

4.3. Complementary constraints
The walking speed V is correlated with the step length as
follows

V=I/(Tps+Tss) (52)

This relationship in which we assume that V is specified,
constitutes an additional equality constraint linking I, T
and T considered as complementary optimisation parame-
ters. Moreover, as we intend to generate smooth
movements, we prescribe the continuity of actuating torques
at gait phase transitions. Torque continuity can be ensured
through gait acceleration continuity prescribed at motion
phase transitions by setting

q;)s:qgs > Aps=4dss (53)

As a result, contact forces are also continuous as continuous
functions of both joint velocities and accelerations.

5. PARAMETRIC OPTIMISATION

5.1. Trajectory parameters

Parametric motion optimisation can be achieved using two
main approaches. The most popular one consists in
representing the generalized coordinates ¢;s as finite linear
combinations of basis functions ¢;s such that

m

Vrel0, T1, g()=>, a;;(1).

j=0

i=1,...,n, (54)

where coefficients a; are intended to be dealt with as a finite
set of optimisation parameters. Approximation functions ¢;s
may be trigonometric functions or simply polynomials such
as cpj(t)=tj. Particularly, cubic and fourth-degree polynomi-
als functions are used for gait trajectory optimisation.”'® In
the first case, each g-trajectory is completely defined by its
four position and velocity boundary conditions, whereas in
the second case, only one free parameter is allowed. The
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Fig. 8. Trajectory approximation using cubic-spline interpolation
at knots.

search field of the optimal trajectory is then very restricted.
Increasing the polynomial order m in (54) provides the g;-
trajectory with m-3 free parameters for fixed boundary
conditions, and m-5 if we add acceleration boundary
conditions. Nevertheless, increasing polynomial order
yields undesirable oscillatory trajectories.'®"

In (54), g(r) is globally approximated on the whole
motion-time interval. A better approach consists in approx-
imating ¢g; locally at time subintervals. In this way, one can
choose directly the ¢g,#,) values at connecting points f,, or
knots, as optimisation parameters (Figure 8) and approx-
imate ¢,tf) between knots using polynomials, linear
interpolations or cubic splines. Cubic splines represent the
better choice. They are able to ensure the continuity of first
and second order derivatives at knots and, unlike higher
order polynomials, they allow actuating torques to have
sharp variations if necessary, while avoiding undesirable
oscillations. Spline coefficients are defined accounting for
connecting conditions at knots. They appear as the solution
of a tridiagonal linear system® that can be readily solved.

Let npg and ngg be the number of knots introduced to
optimise the DS and SS phase, respectively. Knots may be
chosen uniformly distributed along the time history. In
addition to the free boundary parameters shown in (51), the
number of new optimisation parameters, namely the g,(z,)s,
amounts to 9(npg—2) and 5(ngg —2) for both DS and SS
phases, respectively.

Setting

Xps=1{qt), i<n, 1,€[0, Tps]}

Xss={qt), isn, t,e[Tps, Tps+Tss1}
and accounting for the free boundary parameters defining
the vector x; in (51), the complete set of optimisation
parameters can be defined as the vector
X, )=, T, Tss, Xg, Xpgs Xss) - (55)
Then the interpolated generalized coordinates ¢g;s take the
form

x=(x, ..

i<n, g()=@/X, 1) (56)
where ;s are known functions in x and . Finally, using the
formulations (5) and (7) to express u in (16) and (26), one
obtains u as a known vector-function U of x and 7, namely

u(q(@®), (0, 40)=U(x, 1), (57)
to be used in the next section.
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5.2. Performance criterion and constraints

As a biped is essentially submitted to gravity, minimizing its
joint actuating torques will favour upright walking patterns.
Therefore, the performance criterion we want to minimise is
the integral of quadratic actuating torques as already defined
in (2) and (8) (Section 2). In fact, we consider the following
criterion J as the sum of two terms

Minimise J(x), J(x)=(1 — £)Jps (X)+EJ 55 (X) (58)

where £€(0, 1] is a weighting factor. J, is the DS-phase
criterion defined as in (18) after having changed u using its
right-hand side expression in (57)

Tps(X)= f U ) W UG 0+ D, D] dr. (59
0

while Jg has simply the structure (3), u being taken from
(26) under the form (57), hence

Tps+Tss
Js(X)= f U'(x, 1) W U(x, 1) dt.

Tps

All constraints depending on the running time ¢ defined in
Section 4, excluding closure constraints (9) dealt with in
(59) using the penalty function ® defined in (16), are
accounted for at known connecting times #,. In this way,
using the x-representation of ¢;s and u in (56) and (57), they
can be easily recast as constraints depending on x that we
formally reformulate using the standard notations

Cix)=0, j<n,, (60)
Ci(x)<0, k<n,, 61)

where n, and n, stand for the number of equality and
inequality constraints respectively.

We have used a Sequential Quadratic Programming
(SQP) method to solve the constrained non-linear mathe-
matical programming problem (58), (60), (61). This
technique is designed to provide local minima. So, we
cannot assure that a global minimum has been reached.
Nevertheless, different initialisations of gait showed that the
computing process converges towards the same solution if
the bending constraints of the legs are accounted for, that is
to say, if the bending mode of the legs is respected. Let us
add that many further optimisations may benefit from
initialisation starting with previously computed optimal
solutions.

On the other hand, preliminary numerical tests showed
that local versus global parameterisations, both using
polynomial functions, could reduce by half the minimal
value of the optimisation criterion.

6. NUMERICAL SIMULATIONS
Both simulations presented in this section apply to the biped
robot BIP described in reference [15] and shown in
Figure 9. Each leg has six actuated axis (two at ankle, one at
knee and three at hip). The locomotion system is designed
to generate human-like gait.

Required geometrical and inertial parameters of the robot
are given in Table 1. The total weight of the biped is about
107 kg.
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Fig. 9. View of the biped BIP (INRIA-RA, Grenoble, and LMS,
University of Poitiers, France).

The ground-foot friction coefficient was set to f=2/3, and
the weighting factor in (58) to £€=1/2.

Energy expenditure was computed using the following
formula:

6
Tps+Tss .

W= 0,u;| dt (62)
0 2 6,1

where 0, stands for the ith-joint relative velocity.
Optimisation results were computed for two specified
walking speeds.

6.1. Slow walk: V=0.4 m/s
We summarise the main optimisation results as follows:

e The criterion minimal normalized value is equal to 0.20
(Jps=0.099, J4=0.101)

* The gait cycle time is equal to 1.26 s, 10.2% of which for
the DS-phase.

* The optimal step length is equal to 0.504 m.

* Energy expenditure amounts to 114 J.

* Average power: 90 W

* Energy consumption per meter: 226 J/m

The stick diagram in Figure 10 represents the biped
configurations at regular time intervals during an optimal

Table I. Main mechanical parameters of the biped robot BIP.

Link Length Mass  CoG position = Moment of inertia
(m) (kg) (m) /joint axis (kg m?)

Foot 0.29 2.34  (0.045, 0.042) 0.07

Shin 0.41 6.11 (0.152, 0.005) 0.72

Thigh 0.41 10.9  (0.160, —0.005) 1.02

Trunk 0.60 66.11 (0.391, 0.029) 18.99
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Fig. 10. Optimal gait at slow pace: V = 0.4 m/s.

step. The DS-phase is shown in thick lines. We notice that
at midswing the biped seems to perform like a compound
inverse pendulum near equilibrium, which goes with a
significant deceleration.

Figure 11 shows the time variations of actuating torques
during a gait period (two successive steps). One can notice
that torque continuity is perfectly satisfied through condi-
tions (53).

By examining torques variations shown in Figure 11
during one step, one can remark that at beginning of the SS-
phase, the swing is initiated by high values of actuating
torques applied at knee and ankle joints of the stance leg (us
and u, respectively). About mid-swing, during the time
running from #,=0.35s to #,=1.05 s, all actuating torques
evolve with quite small values showing that the movement
is nearly pendular. This dynamic behaviour is in agreement
with experimental results reported in reference [21] indicat-
ing that there is very little activity in the swing leg muscles
during human walk at normal speed, except at the beginning
and the end of the SS-phase. Indeed, in our case, both legs

T

DéP SSP

Joint actuating torques (Nm)

; DSP SSP
0 04 08 12 16 2
Time (s)

2.4

Fig. 11. Gait at slow pace: time variations of actuating torques
during one gait period.
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Fig. 12. Gait at slow pace: time variations of actuating torques
during one cyclic step.

relax simultaneously. At the end of the SS-phase, also notice
the abrupt increase of ankle torque. In addition to the others,
this torque tends to slow down the swing motion in order to
ensure impactless heel-touch (Fig. 12).

Figure 13 shows the time charts of reaction forces. The
total normal force remains largely positive while the
horizontal component keeps small values compared to the
normal one, and changes its direction of action at mid-
swing. Non-sliding conditions (31) and (32) are widely
satisfied. During the DS-phase, the weight-transfer from the
rear foot to the front foot is performed with an increase of
the normal reaction force that amounts about to 180% of the
biped weight.

6.2. Fast walk: V=1.3 m/s
The main optimisation results are:

* Minimum criterion normalized value: 0.506 (J,3=0.151,
JSS=0‘355)'
* Gait cycle time: 0.442 s, 11.9% for DS-phase.

2000

F Fxs F O6x — 7777

.
L Fry FasytFpey

1500
1000

500

Ground reaction forces (N)

Fig. 13. Time variations of reaction forces at slow pace.
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Fig. 14. Optimal gait at walk speed equal to 1.3 m/s.

 Step length: 0.575 m.

* Energy expenditure: 340 J.

* Average power: 769 W.

* Energy consumption per meter: 591 J/m.

As shown in Figure 14, the step length has increased. The
motion time of the DS-phase is not quite different from its
slow walk counterpart.

Also note that the stance leg remains flexed during the
SS-phase. As a consequence, unlike the previous example,
the knee torque (Figure 15) of the supporting leg does not
decrease significantly. The pendular effect mentioned above
has disappeared. Correlatively, energy consumption per
meter has more than doubled.

Figure 16 shows that the biped exerts, during the DS-
phase, a brief and strong impulse on the ground reaching
260% of the biped weight. On the other hand, note that the
non-sliding conditions are satisfied in both phases.

300
£ 200
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Fig. 15. Gait at fast speed: time variations of actuating torques.
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Fig. 16. Time variations of reaction forces at fast pace.

Due to the fact that the technique implemented involves a
finite number of discrete optimisation parameters, it gen-
erates sub-optimal solutions. Moreover, using cubic splines
ensures the continuity of joint accelerations at knots but not
their differentiability, which is synonymous with jerks.
These jerks are apparent in above time-charts of actuating
torques and contact forces. They could be attenuated using
a greater number of connecting points. It would be also
possible to eliminate them using splines of higher order.
However, in addition to having to deal with a greater
number of optimisation variables, the consequence might be
the appearance of more parasitic oscillations between
knots.

7. CONCLUSION

In this paper, we developed a discrete optimisation tech-
nique aimed at generating a smooth sagittal gait cycle of a
biped robot. The original optimal control problem is recast
into a parameterised minimisation problem involving a
finite set of discrete optimisation variables. The para-
meterisation concerns the generalised coordinates that are
approximated using cubic splines. A complete dynamic
model of the planar biped is accounted for.

A special attention is devoted to the statement of the
optimisation problem considering the double-support phase
during which the locomotion system works as a closed-loop
mechanism. Indeterminacy of joint actuating torques is
solved using a pseudo-inverse matrix technique while
accounting for the ground reaction forces. Closure condi-
tions of the kinematic loop are dealt with using a penalty
method. Another important point is the specification of
boundary conditions describing the transitions between the
two main gait phases. From postural and kinematic
constraints, we extract a maximal set of independent
parameters to be optimised that characterise the transition
configurations, which are consequently optimised too.

Also let us emphasise that the gait cycle is globally
optimised. This approach clearly reveals that the motion
time of the double-support phase can remains significant as
the walk speed increases. Then the biped exerts an impelling
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force on the ground that intensifies with the gait speed. At
the same time the step lengthens. In this way, we rediscover
some basic features of human gait. Indeed, in the case of
slow walk, optimisation results reveal that the biped tends to
move as a gravity-driven pendulum system during a great
part of the swing phase.

We have described an impactless heel-touch together with
the continuity of actuating torques at phase transitions
through the continuity of joint accelerations. This choice is
aimed at providing the robot controller with sufficiently
smooth trajectories it will be able to track efficiently. This is
a first approach in generating optimal gait cycles. On the
other hand, it is very likely that relaxing the continuity
constraints at gait-phase transitions should help to generate
a gait cycle less energy consuming. This is another objective
that requires to develop a controller able to master impact
and significant jerk effects on the trajectory tracking
stability.

Previous results will be used to generate 3-D steps by
combining lateral sway motions of the biped with the
optimal sagittal gait trajectories. This combination may be
carried out by simply respecting lateral bounds prescribed
on the centre of pressure (or zero moment point: ZMP)
trajectory in order to guarantee the dynamic equilibrium of
the biped. However, the approach presented is a basis for
developing a globally optimised 3-D gait. A challenging
aspect of this problem lies in the dynamic complexity of a
3-D dynamic model of the biped, together with the
increasing number of discrete optimisation parameters.
Nevertheless, as the lateral sway motions have quite limited
amplitudes with reduced velocities, the numerical con-
ditioning of the optimisation problem should not suffer too
much from this increasing complexity.

Finally, let us add that the technique presented could be
used to deal with optimal motion synthesis of any actuated
mechanical system having kinematic loop(s), such as
parallel robots, cooperating manipulators and humans
performing some athletic movements. Such systems are in
most cases rooted on fixed supports, which ensures some
dynamic stability. This situation will result in less con-
strained optimisation problems that consequently should be
easier to formulate and solve.
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