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1. INTRODUCTION AND OVERVIEW

The prediction of future events and developments is an exciting and perhaps
mysterious taskoften associated with the aura of prophets and seers instead of
probabilistic models and computer screefise reality of macroeconomic fore-
casting however is quite mundanePredictions of macroeconomic aggregates
play an important role in the decision making of private enterprisestral
banks and governmentdn general forecasts become less popular if they turn
out to be inaccurate ex pgsind the postwar history of macroeconomic fore-
casting has had its share of disappointmeRts instancein the early 1980’s
economists tested inflation forecasts taken over the previous 20 years and found
that the forecasts were pogrartly as a result of the oil price shocks in the
1970's A recent study(Croushore1998 with data up to 1996 provides a more
favorable assessment of the quality of inflation forecasts

The practice of macroeconomic forecasting is an often not fully transparent
mixture of number crunching and judgmental adjustmefitee econometric
theory on the other hands very cleanalmost sterile postulate a probability
distribution for future observationsake a loss functioncompute the predic-
tion that minimizes the expected forecast loss under the entertained probability
model maybe replace some unknown parameters by estimates or integrate out
the parameters with respect to a posterior distributiemd of theory

Of course | am oversimplifying Both practice and theory of forecasting are
richer than my sketchBut there is a gapConditional on a probability model
econometricians have a well-equipped tool box that allows them to generate
predictions Unfortunatelythere are many competing probability models in prac-
tice. It is often not at all obvious which one to us®w to use it or whether to
consider several models simultaneoudlfiis leads to a variety of apparently
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heuristic adjustments to the theoretical procedad-factors are tacked onto
model predictionsforecasts from different models are combinéwecast loss
functions are used to compute parameter estimates

The recent book by Michael Clements and David Hen8orecasting Eco-
nomic Time Serigds written to bridge the gap between practice and theory
Much of the analysis in the book is based on the assumption that the forecast-
ing model is potentially misspecifiedhe objective of the monograph is “to
provide a formal analysis of the modgfgocedures and measures of economic
forecasting with a view to improving forecasting practicEhe book shares its
title with a monograph by Clive Granger and Paul Newbgddblished in a
second edition in 1986t revisits many of the fundamental themes in theoret-
ical and applied forecasting without reviewing the basic theory of time series
The perspective is of course a different pteking many advances of the past
decade into account

The subject matter is complex and colotfespecially if it is tailored toward
applied aspectonsequentlyit cannot be exhaustively covered in a 370-page
monographAs in any book some hard choices with respect to selection and
emphasis of the material have to be matieese choices are naturally subject
to the personal taste of the authoteo prominent scholars in the field of
macroeconomic forecastinglthough the overall coverage of the topic and
the literature is impressiyvéhe exposition is centered around the research agenda
of the authorsThe monograph draws extensively on papers previously pub-
lished by Michael Clement®avid Hendry and their co-authordt is assumed
that the reader has an econometric theory background at the level of Hamilton
(1994 or Hendry (1995. The book focuses grbut is not limited tg fore-
casting cointegrated linear vector processelich are potentially subject to
structural breaksThe conditional expectation is the workhorse predicidre
following topics are less emphasizezkplicit derivation of optimal predictors
for a variety of linear mode]such as ARIMA and state space modétgerval
forecasts and density forecastsrecasting under nonquadratic loss functions
Bayesian forecasting models for vector autoregressive procefsaesonally
integrated modejsrediction of conditional heterogeneityowever the book
provides many references related to these subjects

The book is organized in thirteen chapters and a posts&gith chapter is
preceded by an abstract and followed by a summaiys structure makes it
easy for the reader to obtain an overview of the main issues and to navigate
back and forth through the monogragte red thread that connects the differ-
ent parts of the book is the notion that the forecast model might ex post not
have provided an adequate probability distribution for the ,datén Clements
and Hendry’s termsa potential discrepancy between the data generating pro-
cess(DGP) and the forecast modelet me illustrate this point by a simple
example that by no means encompasses all the different cases analyzed in the
book but highlights the important dimensions of the prohl&itime T, the
forecaster has to predict the observatypn, under quadratic forecast error lpss
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based on observatioms, ..., yr. Suppose that the forecast is computed accord-
iNg to Y7411 = ¢o + ¢yr. The predictoryr,,r corresponds to the conditional
expectation of/;r under an AR1) model with parametergé, and ¢, that might

be replaced by some estimat®#g¢hat are the properties of the forec§gt ;7 if
Er[yri1] # do + ¢1yr?

Suppose that between peridd- 1 andT, or betweenl andT + 1, the coef-
ficient ¢ changes tapg. This can be interpreted as a structural bresak ex-
ample of the inherent nonconstancy of the DGP in the language of the authors
Throughout the chapters of the bqdke reader learns a lot about the calcula-
tion of prediction error losses forr. 7 in the presence of a discrepancy be-
tween the forecast model and the DGRe authors analyze in great detail how
deviations from the “pseudo-optimal” predictpt, 1+ can actually improve fore-
casts Intercept corrections may helpr the combination of conditional and
unconditional mean predictions can lead to superior forecagtiple forecast-
ing rules such as “no change” forecastse surprisingly robust in the presence
of structural changesn particular if the change occurred in the very recent
past

Unfortunately the theory set forth in the book does not really address the
question of how a forecaster can determine in pefiaghether to use the pre-
dictor y7. /7 directly, or to calculate an intercept correctioor to switch to a
“no change” forecastf a forecaster is worried about a structural break during
or immediately before the forecasting period the forecaster céadnstance
choose a predictor according to minimax considerations over a reasonable set
of possible parameter changes the forecaster could place probability over
the possible parameter changes and choose the predictor that minimizes the
conditional expected forecast error lo3$e specification and estimation of a
constant coefficient model precludes the forecaster from learning about the prob-
ability of parameter nonconstancy through the data. ., yr. Hence the pos-
sibility of a parameter change can only be contemplated from an a priori
perspective or based on an information set that is larger than the one used by
the probability modelAlternatively the forecaster could rewrite the probabil-
ity model as a time varying parameter model and try to learn from the occur-
rence of past changes about the likelihood of future charideslatter strategy
is not explored in detailexcept for a short excursion to self-exciting threshold
autoregressive models and Markov-switching models

The book gives the impression that the authors are convinced that regardless
how hard one tries to model the patitere is always the possibility that the
model breaks down between yesterday and tomarvéhile this proposition is
correct in a trivial sensehe possibility is in practice small enough to turn the
decision whether to usgr. 7, an intercept corrected version of @r simply
the “no change” predictpinto an important and interesting probleFor some
work along these lines see Schorfhe(d®98. | enjoyed reading the analysis
of the consequences on the performance of predictors under various forms of
discrepancies between the forecasting model and what the authors call the data
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generating proces$was a bit disappointed that the authors did not attempt to
systematically analyze the problem of how a forecaster at firman make a
good choice among these predictors based on the available inforgatiany-.

2. A CLOSER LOOK AT THE CONTENTS

The first chapter of the book begins with a brief review of the history of econo-
metric forecastingClements and Hendry discuss a variety of forecasting meth-
ods such as guessingxtrapolation leading indicatorssurveys time series
models and econometric systemShapter 2 lays the groundwork for the theory
that is developed subsequentljne chapter starts with the fundamental result
that the conditional expectation @, given timeT information minimizes
the expected forecast error losisthe loss function is quadratid@he forecast-
ing problem is not explicitly treated in a decision theoretic framewditke
book focuses on expected quadratic prediction error losses because the authors
believe that context-specific loss functions are rarely available to macroeco-
nomic forecastersBrief reviews of alternative loss functions and the corre-
sponding optimal predictors appear in later chapters

The authors continue with the definition of the concepts “predictability” and
“forecastability” A process is unpredictable conditional on an information set
if its conditional distribution is the same as its unconditional distributidme
notion of forecastability is less clear cut weakly stationary process is re-
garded as unforecastable at horizorf the (frequentist expected loss of a
forecast that is made without conditioning information is oalgmaller than
the (posterioy expected loss of a forecast that is made based on the condition-
ing information It seems difficult to make such statements precisely without
adopting a decision theoretic approach and a careful distinction between poste-
rior and frequentist riskClements and Hendry’s concept of forecastability is
based on two different notions of riskvhich are only identical in a special
case where the posterior risk does not depend on the conditioning information

The authors discuss several implications of predictability and forecastability
For instanceintertemporal transforms of a process affect its predictabiéty
random walk is predictabjdut its first differences are notherefore no unique
measure of predictability and forecasting accuracy existsd not find this
interpretation very helpfulClements and Hendry fix a quadratic loss function
L(91+n Yren) = (91on — Yr+n)3 and consider transformations of the data
under the same loss functioh(Ayr,n, Ayrn). Why not regard the latter as
state dependent loss functiad (Y., Yr+n) @and argue that rankings of fore-
casts and prediction procedures,dregeneral sensitive to the choice of loss
function? The subsequent section of Chapter 2 reviews forecasting with ARIMA
models and provides a brief overview on forecasting in a multivariate frame-
work. The chapter ends with an analysis of the role of causal informafibe
discussion provides a first flavor of the consequences of misspecificatiam
AR(1) model with intercept the lagged dependent variable is “caulallud-
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ing it in a forecast model will reduce the forecast error Id$ewever if the
underlying process is subject to changfee unconditional mean forecast that
ignores the causal information is potentially preferable

Chapter 3 considers the evaluation of point forecastgatural starting point
is the computation of average forecast error losses as an approximation to the
frequentist risk Under the adopted quadratic loss function this is simply the
mean square forecast errOvISFE). Clements and Hendry discuss work on
testing rationality of forecastdixed event forecasfsand various MSFE mea-
sures The main argument set forth in Chapter 3 is a criticism of the lack of
invariance of MSFE measures to affine data transformatiyswitching from
levels to differencesthe ranking of predictors can changealytical calcula-
tions for univariate and multivariate models are used to illustrate this .point
However it is important to note that under suitable regularity conditjahs
conditional expectation derived from a correctly specified mopalameters
known or efficiently estimateddominates other forecast models in terms of
frequentist risk regardless of the data transformation that is employzdy
the ranking between misspecified or inefficiently estimated forecasting models
changesTo guarantee a ranking that is robust to affine data transformations
Clements and Hendry propose to evaluate predictions over horizonk ado
cording to the determinant of the covariance matrix of stacked forecast.errors
This criterion does not have an interpretation as expected forecast errdit loss
is useful for situations in which it is not clear whether the audience is inter-
ested in forecasting levels or differences

The fourth chapter covers the prediction of univariate proce§ses expo-
sition does not focus on the derivation of conditional expectations.qgffor a
variety of time series modelSuch calculations can be found in many other
time series bookdnstead Clements and Hendry derive one-step and multistep
forecast error losses for various univariate time series models and predictors
such as the ARL) model the random walkand a trend stationary modéd?ta-
rameter uncertainty is taken into accaouand large sample approximations to
the prediction risks are derive@he chapter also reviews various methods of
calculating predictors for nonlinear modedsich as setting the disturbances equal
to zerqg deriving exact conditional expectatigrend approximations based on
Monte Carlo or bootstrapping techniques discussion of forecasting pro-
cesses that exhibit conditional heteroskedasticity under asymmetric loss func-
tions follows Throughout the chapteit is assumed that the forecast model is
correctly specifiedThe results could be interpreted as bounds on how well a
forecaster can do under ideal circumstances

Chapter 5 reviews some basic Monte Carlo techniques that are relevant for
the computation of expected prediction losses and determinants of forecast er-
ror covariance matricesThe chapter is short and probably does not contain
much new material for the target audience of the bddkhe end of the chap-
ter, however the reader can find some proofs of the unbiasedness of forecasts
based on autoregressive modd#though the estimator of the autoregressive
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parameter in an ARL) model is severely biased in small sampléscan be
shown that the forecasts based on the estimated coefficient aréhetesult
dates back to the early 1970’s and is initially a bit surprisiftge proof is based
on the idea of “antithetic’ If the distribution of the stochastic disturbance in
the AR(1) model is symmetricthen the sequencés;} and{—u,} are “equally
likely.” It turns out that the absolute values of the forecast errors upgdeand
{—u,} are the samebut the signs differBecause the forecast errors average
out, they are unbiasedn the context of Monte Carlo simulation antithetic var-
iates are often used to reduce the variance of the Monte Carlo estinhte
not quite understand why the unbiasedness of forecasts is discussed in a chap-
ter on Monte Carlo simulatigrbut it is nice to find this argument in a recent
monograph
Chapter 6 extends the analysis of Chapteadd the last section of Chapter
5, to cointegrated vector autoregressiMAR) models Analytical derivations
are spelled out in detailThe interesting question asked in the chapter is the
following: suppose the goal is to forecast a nonstationary vector progéssh
of the following procedures is preferablkestimate an unrestricted VAR in lev-
els estimate a VAR in first differencesr pretest for cointegratigrfor in-
stance via Johansen’s or the Engle—Granger two-step procedure? The chapter
provides both some theoretical results and Monte Carlo evidédteourse
the precise ranking of the procedures depends on the assumptions for the un-
derlying DGPLinear combinations that are stationary under the DGP are poorly
forecasted by a VAR in differenceslowever the VAR in differences does rea-
sonably well in forecasting level variableBhe Monte Carlo results indicate
that the determinant criterion proposed in Chapter 3 penalizes the inability of
the VAR in differences to forecast stationary linear combinatidsisfortu-
nately the comparison in Chapter 6 excludes model selection based procedures
to determine the cointegration rank and Bayesian vector autoregresssaais-
cussed in Phillipg1995 1996.
Chapter 7 considers forecasting with large scale macroeconometric models
and develops a taxonomy of forecast errdnise forecast errors fall in roughly
five categoriessuch as residual varianggarameter uncertainty due to estima-
tion, and mismeasurement of the initial condition or forecast onginpossi-
bly due to initially inaccurate dat#n addition Clements and Hendry emphasize
model misspecificatiorfor instance the imposition of invalid cointegration re-
strictions and parameter nonconstandyne taxonomy provides an accounting
framework for possible causes of predictive failugx post howeveyit seems
very difficult to decompose forecast error into these categoaied the section
on forecast evaluation techniques does not attempt to make such a decomposition
A theory of intercept corrections is developed in Chaptdn&rcept correc-
tions are additive adjustments made to a point forecast from a probabilistic
model Such adjustments can lead to improved forecasts for a variety of rea-
sons related to the taxonomy of forecast errors set forth in the previous chapter
Suppose the time series is nonlinear of the foxm, = f(yr,er.1). The easiest
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method to calculate a predictor§is, ; = f(yr,0). If f is a nonlinear function of
€711 the predictor differs from the conditional expectatiém intercept correc-
tion potentially narrows the discrepancy betwegn, and E+[ f(yr,eri1)].
However given the recent acceleration of computer spdlee conditional ex-
pectation can in many applications be approximated by numerical integration
methods A second motivation for intercept corrections is the possibility that
the forecaster has information in addition to the sanyple.., yr that makes it
possible to anticipate future events not incorporated in the specification of the
probability model

A third justification for intercept correction®emphasized in Chapter, &
robustnessTwo types of correction are formally analyzeshrinking the con-
ditional expectation toward the unconditional mgand “setting the forecast
back on track” by adding the last observed prediction efkof_, — yr. For
instanceit is shown that the latter correction can lead to improved forecasts if
a structural break did occur between peridds 1 andT. Several strategies for
multistep forecasting are compared with respect to bias and forecast error vari-
ance no intercept correctignhold intercept correction constant over forecast
period only adjust the one-step forecaatjust theh-step forecast by the full
amount of the period error However intercept corrections will make fore-
casts worse if no structural break occurred immediately prior to fimAs
pointed out in the beginning of this reviethe authors do not really discuss
how to translate their insights about the potential benefits of intercept correc-
tions into feasible forecasting rules

Chapter 9 examines the role of leading indicators in macroeconomic fore-
casting While some authotsfor example Granger and Newbo{@986, have
argued that leading indicators are mainly tools to predict turning points of the
business cycleClements and Hendry regard them as tools for point forecast-
ing. The chapter starts with a brief review of how composite leading indicators
are constructed in the United Kingdow theoretical analysis is conducted in
the context of a first-order cointegrated vector proc€ements and Hendry
examine under what conditions a composite leading indidaat), that is a
linear combination of timél' — 1 variablesis helpful to forecast an index of
aggregate activityrepresented by a linear combination of tifi@ariables Af-
ter some transformations of the multivariate system it is shown that only in
rare cases is the leading indicator an optimal predictor of economic activity
The potential advantage of a leading indicator is parsimaiych reduces fore-
cast error variance at the expense of increasing the Bias issue then be-
comes whether there are other parsimonious forecasting models for the index
of aggregate activity that do not fall into the CLI categofis is mostly an
empirical questionand Clements and Hendry provide illustrations wittKU
data The authors regard CLI's at best as an adjuncbtd not a substitute for
econometric modeling

Chapter 10 discusses the combination of forec&ippose that the data are
generated from some probability distribution with conditional mBahy, 1] =
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m(yy) and forecast$,(yr) andf,(yy) are calculated based on two modgl,
andM,. A combination of forecasts can lead to a reduction of frequentist fore-
cast error loss if there exists)@ae (0,1) that minimizesE[m(yy) — Afi(yr) —
(1 — M) fu(yp)]2 If the conditional mean of one of the forecast models co-
incides with the conditional mean gf under the DGPthen no gains are pos-
sible from the combinatianin a Bayesian frameworkthe combination of
forecasts arises if nonzero prior probabilities are placedtrand M,. Under
a quadratic forecast error loss functighe predictions of the two models are
weighted by the respective posterior model probabilitt®vided that the di-
mension of the parameter space under the two models is constant and that some
additional regularity conditions halthe posterior probability of one of the mod-
els will converge to oneThus the Bayesian combination occurs only in finite
samples but not asymptotically

The Bayesian approach to the combination of forecésts e.g., Min and
Zellner, 1993 is not discussed in the bookstead the authors review various
approaches to find combination weights that minimize the expected distance
betweenm(Yy) and Afi(yr) + (1 — A)f»(yr), such as the so-called regression
method the Granger—Bates approaemd variants thereoClements and Hen-
dry provide a simple analytical example in which there is no gain from the
combination of forecastg he remainder of the chapter discusses the combina-
tion of conditional and unconditional forecasthe conditional forecasts have
potentially a high variance due to parameter uncertaimhereas the uncondi-
tional forecasts are biased conditional on timmformation The combination
tries to balance this trade-off the forecaster knew the distribution from which
the data are generateid would be possible to compute the optimal weights
However in practice this distribution is unknowand the weights have to be
calculated based on sample informatiovhich is likely to reduce the gains
from combination Some references to the extensive empirical literature on this
subject are provided

Multistep estimation of forecasting models is examined in Chaptef &
fundamental issue is whether the loss function that is used to evaluate forecasts
should also be used for parameter estimatitme answers provided in the lit-
erature range from yes to no and depend on the assumed degree of misspecifi-
cation of the forecasting model relative to the sample. $izbe misspecification
is small then efficiency gains through pseudo maximum likelihood or single-
step estimation outweigh the increased asymptotic bias relative to loss function
estimation Clements and Hendry discuss the problem in terms of the forecast
error taxonomy developed in Chapter 7 and provide a simple analytic example
in which data are generated from an NI model and the forecasts are based
on an AR1) model The authors also examine the impact of small sample bi-
ases on the choice between single-step and multistep estimistonse Carlo
simulations for a correctly specified AR model suggest that the ranking of
the estimators is not reversed in finite samplaédarger Monte Carlo study
compares single-step and multistep estimators under various forms of misspec-
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ification. Unlike in the study by Weis§1991), Clements and Hendry also con-
sider nonstationary specificatiari§the underlying process has a unit root and
the estimated model omits some MA componetiien the multistep estimators
seem to be preferable at short horizons because they attain a more precise es-
timate of the unit roatSome asymptotic forecast error loss calculations are
provided that support the Monte Carlo evidence

Chapter 12 discusses the role of parsimony in forecaskiroggeasing the di-
mensionality of a model helps improve the in-sample fit but often has opposite
effects on the forecasting performandéere are many approaches to penalize
dimensionality In a Bayesian frameworknodel selection is based on the mar-
ginal densities of the data conditional on different mod&lse ratio between
marginal data density and maximized value of the likelihood function could be
interpreted as penalty for dimensionalifyhis penalty is not only a function of
the number of parameters but also of the concentration of the prior distribution
Alternative approaches that lead to parsimonious model specifications and have
a forecasting interpretation are predictive least squévési, 1992 and pre-
quential analysigDawid, 1992.

Clements and Hendry center their discussion around the following type of
analysis supposey; = x{ 8 + u;. Omitting a regressox, ; introduces bias in
the forecast but on the other hand reduces the variance of parameter estimates
and the predictorAs a function of3; we can calculate the expected forecast
error loss for predictors that include or omit regressian. If g7 > c, for
some threshold, then it is preferable to estimate the parameter instead of im-
posing it to be equal to zer€lements and Hendry propose forecasting rules of
the following form retain regressax; . if the squared-statistic forHy: 8, = 0
is greater than .ZThis idea is generalized to more complicated dynamic speci-
fications The problem with these model selection strategies is that they are
inconsistenteven in large samples the squatestatistic can be greater than 2
if B2 < c and smaller than 2 iB? > c. Unfortunately the frequentist proper-
ties of such pretest procedures are difficult to analyze theoreticallyempir-
ical example at the end of the chapter provides some illustration

Chapter 13 reviews tests for predictive failure and comparative forecasting
accuracyand Chapter 14 provides a summary of the main issues discussed in
the book and an outlook to a second volume

3. CONCLUSION

Michael Clements and David Hendry’s monograph provides a comprehensive
theoretical treatment of macroeconomic forecasting with an emphasis on poten-
tial misspecification of the probabilistic model that is used to generate the pre-
dictions Taking such misspecification into account is an important step toward
bridging the gap between theory and practice and will remain a fruitful re-
search area in the futurélence the monograph is recommended reading for
econometricians with applied and theoretical interests in macroeconomic fore-
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casting Even though the theory developed in the book does not provide easy-
to-use recipes to cope with potential model misspecificatwactitioners can

learn a lot about the theoretical underpinnings of heuristic adjustment proce-
dures for probability model predictionBecause the book does not contain a
systematic introduction to time series economettiiics not a replacement for

one of the standard time series texts in a graduate codmeever it is a valu-

able supplement if the course emphasizes forecasting and should be on top of
the reading list for a topics course on macroeconomic forecasting

REFERENCES

CroushoreD. (1998 Evaluating Inflation Forecast®Vorking paper 98-14Federal Reserve Bank
of Philadelphia

Dawid, A.P. (1992 Prequential analysistochastic complexity and Bayesian inferente IJM.
Bernado JO. Berger A.P. Dawid, & A.F.M. Smith (eds), Bayesian Statistics,409-125

Grangey CW.J, & P. Newbold (1986 Forecasting Economic Time Serjeznd ed, New York:
Academic Press

Hamilton ID. (1994 Time Series Analysi®rinceton New JerseyPrinceton University Press

Hendry D.F. (1995 Dynamic EconometricdNew York: Oxford University Press

Min Chung-ki & A. Zellner (1993 Bayesian and non-Bayesian methods for combining models and
forecasts with applications to forecasting international growth ratesrnal of Econometrics
56, 89-118

Phillips, PC.B. (1995 Bayesian model selection and prediction with empirical applicafiosith
discussionJournal of Econometric69, 289-365

Phillips, PC.B. (1996 Econometric model determinatioBconometricab4, 673—-812

Schorfheide F. (1998 Econometric Modeling of Macroeconomic AggregatB&D. diss, Yale
University

Wei, C.Z. (1992 On predictive least squares principlésinals of StatisticR0, 1-42

Weiss A. (1991 Multi-step estimation and forecasting in dynamic modétsurnal of Economet-
rics 48, 135-149

https://doi.org/10.1017/50266466600003066 Published online by Cambridge University Press


https://doi.org/10.1017/S0266466600003066

