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Abstract. In this paper the evolution of species densities up to the saturation limit
in pulsed dielectric barrier discharges in atmospheric air plasma is predicted. The
saturation limit itself is presented in the form of an exponential equation and is
validated by computer modeling of continuity equations and atmospheric reactions
coupled with appropriate dielectric dependent boundary conditions. Microdischarge
streamer times are treated independently and a profile of the species generation
due to all microdischarges within the plasma is presented. Quasi-neutrality is
assumed for calculations and a theoretical maximum value for species densities in
such a plasma is additionally outlined. Results show a good agreement between
simulated and calculated values and serve to illustrate the onset of saturation
in atmospheric pressure plasmas in general. Practical conditions of voltage, gap
distance and frequency are incorporated so as to make the model as realistic as
possible.

1. Introduction
In recent years much time has been spent researching the physics of plasmas
controlled by dielectric barriers. This can be attributed to the fact that plasmas
are becoming more relevant in engineering and science. Applications of plasmas
now include surface modification, ozone production, thin-film deposition, etching
and sterilization of bacteria—topics that have only been strongly investigated
recently. For the majority of working gases and discharge conditions, the barrier
discharge consists of numerous filaments about 10 ns in duration, which are, as a
rule, stochastically distributed over the electrode surface. Various polymers such as
polypropylene and polyesters have been investigated when treated by plasmas [1–3]
and results such as an improvement in surface wettability have been recorded.
Amodeling process capable of predicting the evolution of charged species within a

plasma system, and hence the limit of saturation of these species, is developed in this
paper. The model is based upon a simultaneous solution of the continuity equations
for charged and excited particles, and the Poisson equation [4] coupled with pre-
viously unconsidered atmospheric reactions. Quantities such as mobility, diffusion
coefficient, and ionization rate characterize the processes in a discharge volume.
These values are well known. The interaction between plasma and a dielectric
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surface is usually insignificant and therefore the surface processes are not taken
into account. In this paper a new saturation limit equation is derived and compared
with results obtained from computer modeling of the above method. The theoretical
maximum species density is established and is applicable to all gases.

2. Dielectric barrier discharge equations
In this section, a system of equations describing the homogeneous barrier discharge
in atmospheric air is formulated according to equations laid out previously [4].
This theory is reviewed and new atmospheric reactions are incorporated into the
continuity equations for electrons and ions respectively. The discharge current is
only limited by dielectric barriers; there is no external resistance. The discharge is
supplied by the external voltage Uext(t), which is an input parameter of the model.
The charged particles (electrons and ions) are described by the continuity equa-

tions

δne
δt

− be

(
E∇ · ne +

Te
e

∇2 · ne

)
= neνion − αrecnine +

∑
j

kjnqnr , (2.1)

δni
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(
−E∇ · ni +

Ti
e

∇2 · ni

)
= neνion − αrecnine +

∑
j

kjnqnr , (2.2)

where ne(i) are the densities of electrons and ions, respectively, Te(i) are the kinetic
temperatures of electrons and ions, respectively, be(i) are the mobilities of electrons
and ions, respectively, E is the axial electric field, νion is the frequency of direct
ionization, and αrec = 1.1 × 10−7T −0.5

i cm3 s−1 is the coefficient of dissociative re-
combination [5]. The values be, Te, and νion are assumed to be functions of the local
electric field. They are determined by the electron distribution function, which
is obtained from the Boltzmann kinetic equation using a numerical Boltzmann
equation solver, BOLSIG [6]. The atmospheric reactions in the above equations are
calculated using the rate coefficients for the given reactions in Table 1 where kj is
the rate coefficient of reaction j in Table 1 and nq and nr are the densities of the
respective species q and r in reaction j. The product of the rate coefficients with the
respective densities of the species present will allow these reactions to be included
in the continuity equations above.
The surface densities of charged particles at both dielectric barriers are described

by the following equations:

dσe
dt

=neve − σeν
des
e − αrwσ+σe, (2.3)

dσ+

dt
= (1 + γ)nivi − αrwσ+σe, (2.4)

where σe is the electron surface density, σ+ is the surface density of positive charge,
ve(i) have the sense of thermal velocity of particles, νdese is the electron desorption
frequency, γ is the ion–electron emission coefficient (taken to be 0.01 [4]), and αrw
is a recombination rate constant. The electric field in the volume is described by
the Poisson equation

∇ · E =
ρ

ε
, (2.5)
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Table 1. Atmospheric reactions considered in the kinetic model.

Reaction Rate constant
number Reaction (cm3 s−1 ) Reference

1 N∗
2 + N2 → N2 + N2 1.9 × 10−1 3 [7]

2 N∗
2 + O2 → O+ O+ N2 1.5 × 10−1 2 [7]

3 O∗
2 + O3 → O+ O2 + O2 5.2 × 10−1 1 exp(−2840/T )† [8]

4 O∗
2 + N2 → O2 + N2 3.0 × 10−1 8 exp(−200/T ) [9]

5 N+
2 + N2 + M‡ 1.1 × 10−2 9 [10]

6 N+
2 + O2 → O+

2 + N2 5.1 × 10−1 1 [10]
7 N+

2 + H2O → H2O+ + N2 2.0 × 10−9 [11]
8 N+

4 + O2 → O+
2 + N2 + N2 2.5 × 10−1 0 [10]

9 O+
2 + H2O+ M → O2 + H2O+ M 2.5 × 10−2 8 [10]

10 O+
2 ·H2O+ H2 O → H3 O+ + OH+ O2 1.2 × 10−9 [10]

11 H2O+ + H2O → H3O+ + OH 1.7 × 10−9 [10]
12 H3O+ + H2O+ M → H3O+ ·H2O+ M 5.0 × 10−2 7 [10]
13 O−

2 + H3O+ ·H2O → O2 + H+ H2O+ H2O 2.0 × 10−6 [10]
14 O−

2 + O+
2 ·H2O → O2 + O2 + H2O 2.0 × 10−6 [10]

15 N+ OH → NO+ H 3.8 × 10−1 1 exp(85/T ) [12]
16 N+ NO → N2 + O 3.4 × 10−1 1 exp(−24/T ) [13]
17 N+ O2 → NO+ O 4.4 × 10−1 2 exp(−3220/T ) [12]
18 O+ O2 + M → O3 + M 3.4 × 10−3 4 (T /298)−1 . 2 [13]
19 O+ HO2 → OH+ O2 2.9 × 10−1 1 exp(−200/T ) [12]
20 O+ OH → H+ O2 2.3 × 10−1 1 exp(110/T ) [14]
21 O+ O3 → O2 + O2 8.0 × 10−1 2 exp(−2060/T ) [12]
22 H+ O3 → OH+ O2 1.4 × 10−1 0 exp(−470/T ) [13]
23 O+

2 ·H2O+ H2O → H3O+ + OH+ O2 1.2 × 10−9 [10]
24 O+ HO2 → OH+ O2 2.9 × 10−1 1 exp(200/T ) [13]
25 OH+ HO2 → H2O+ O2 8.0 × 10−1 1 [13]
26 OH+ O3 → HO2 + O2 1.9 × 10−1 2 exp(−1000/T ) [15]
27 OH+ NO2 + M → HNO3 + M 2.2 × 10−3 0 (T /298)−2 . 9 [13]
28 H+ O2 + M → HO2 + M 1.8 × 10−3 2 (T /298)−0 . 8 [16]
29 HO2 + HO2 + M → H2O2 + O2 + M 1.9 × 10−3 3 exp(980/T ) [9]
30 OH+ OH+ M → H2O2 + M 6.9 × 10−3 1 (T /298)−0 . 8 [9]
31 H2O2 + OH → H2O+ HO2 2.9 × 10−1 2 exp(−160/T ) [9]
32 O+ NO2 → NO+ O2 6.5 × 10−1 3 exp(180/T ) [12]
33 NO+ O3 → NO2 + O2 4.3 × 10−1 2 exp(−1598/T ) [17]
34 NO+ OH+ M → HNO2 + M 8.6 × 10−3 1 exp(34/T ) [18]
35 NO+ HO2 → NO2 + OH 3.5 × 10−1 2 exp(240/T ) [17]
36 OH+ HNO2 → NO2 + H2O 1.8 × 10−1 1 exp(−390/T ) [13]
37 NO2 + N → N2O+ O 2.4 × 10−1 1 [10]
38 NO2 + O+ M → NO3 + M 9.0 × 10−3 2 (T /298)−2 . 0 [13]
39 OH+ HNO3 → NO3 + H2O 1.5 × 10−1 4 exp(650/T ) [15]
40 NO3 + NO2 + M → N2O5 + M 10−3 0 (T /298)−3 . 4 [12]

†T in all reactions refers to gas temperature in Kelvin.
‡M in all reactions refers to major species acting as a third body in three-body collision reactions.

where ρ is the charge density and ε is the dielectric permittivity. Integration of
this equation in x, using a fourth-order Runge–Kutta algorithm, whilst taking into
account the surface charges, yields

E(x, t) = 4πqext(t) + 4πe

[
σ+

0 (t) − σe0(t) +
∫ L

0
(ni(x′, t) − ne(x′, t)) dx′

]
(2.6)

where σe0 and σ+ are the initial surface densities of electrons and positive charge,
respectively, qext(t) is the surface charge at the external metal electrode, and L is the
length of the inter-electrode gap. The surface area of charge deposition is assumed
to be equal to the diameter of the filamentary discharges given by [19].
The system of equations (2.1)–(2.6) describes the homogeneous barrier discharge

completely as the profile of external voltage is given. This system is solved numer-
ically, and the calculation is carried out for the sinusoidal external voltage

Uext(t)= U0 sin(2πt/T )
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up to the establishment of the periodic solution. T represents the period of the
applied AC voltage.

3. Saturation limit of atmospheric air plasma
Due to the fact that the microdischarges occurring within a dielectric barrier
discharge (DBD) plasma exist for tens of nanoseconds, the plasma will have reached
its theoretical maximum density within the first AC high-voltage pulse applied
to the system. Thus, the number of charged species (electrons or ions) created
over the course of the first applied voltage pulse can be broken down into those
charged species created by ionization due to the electric field minus those which
have recombined within the plasma volume [20]. In this section we derive a formula
which predicts the gain of the charged species within a plasma volume up to a
maximum limit. For this we assume quasi-neutrality, i.e. that ne = ni = n. From
the basic continuity equation we have

n(t)=
∫

(nionization − nrecombination) dt (3.1)

where nionization is the species number density generated by ionization, nrecombination
the number density of species that have recombined, when considered over time,
and n(t) is the total net quantity of species generated. This can be expressed as

d

dt
n(t)= n(t)νion − n(t)2αrec. (3.2)

Integration of this equation between the limits of initial density n0 and density
after a time τ , nτ yields

∫ nτ

n0

1
n(1 − n(αrec/νion))

dn = νion · τ, (3.3)

where τ is a dummy variable in time. Solving this results in the following equation:

ln
(

nτ

n0

)
− ln

[
(−νion) + nτ · αrec
(−νion) + n0 · αrec

]
= νion · τ (3.4)

and solving for nτ gives

nτ = exp(νion · τ)
[

νion
νion − n0αrec + exp(νion · τ)n0αrec

]
n0 . (3.5)

Defining a saturation limit of ion density, nmax ,

nmax =
νion
αrec

, (3.6)

the final result is obtained,

nτ =
nmax

((nmax/n0) − 1) exp[−nmaxαrecτ ] + 1
. (3.7)
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For the purposes of calculation and validation of simulation with theory, the
following formulae were used for ionization and recombination coefficients:

νion =A
gi
g0

me10

�3T 3
e

exp
(

− I

Te

)
, (3.8)

αrec =wa0

(
2π�

mT

)3/2 ΓT

2πε2
a
, (3.9)

where A is a proportionality factor of the order of unity, gi and g0 are the statistical
weights of the ion and neutral gas respectively,m is the mass of an electron, I is the
ionization potential of a ground state ion, wa0 is the frequency of transitions from
the autoionized state to the bound state, T is the gas temperature in Kelvin, Γ is
the width of the autoionization level, and εa is the excitation energy. Derivations
of the above equations can be found in [21] and we assume that recombination
proceeds via the formation of an autoionized atomic state [22].
This equation describes the build-up of species depending on how long the plasma

is in operation. Knowing key commodities such as ionization frequency and recom-
bination coefficient, it is possible to determine accurately how long it takes for a
specific species density to be obtained.
An alternative method to this is to use numerical integration to solve equation 3.1

in conjunction with a similar equation describing electron number density build-
up, i.e.

ni(t) =
∫ n im a x

n i initial

(νionni(t) − αrecne(t)ni(t)) dt, (3.10)

ne(t) =
∫ n em a x

n e initial

(νionne(t) − αrecne(t)ni(t)) dt. (3.11)

Assuming standard initial conditions of unity for both electron and ion number
densities, integration can be carried out until convergence is reached.

4. Results and discussion
Graphs of the species densities of the first nine time periods corresponding up to
90 ns can be seen in Figs 1–18. Further simulations were not carried out due to the
fact that the plasma had by this time saturated. The operating conditions were for
an applied AC voltage of 10 kV peak-to-peak operating at 10 kHz (the period width
is 0.1ms) for an electrode gap of 0.3 cm with a dielectric width of 6.8 × 10−3 cm [23],
where the overall increase of species over this timestep is taken into account. These
represent the evolution of charged particles upon the application of a high-voltage
AC pulse to the dielectric covered electrodes. Values for the frequency of ionization
and recombination coefficient are the same as those outlined in Sec. 2 and air is
taken to be the working gas.
Figures 1 and 2 describe the evolution of charged species upon application of the

first high-voltage pulse to the system. Exponential increase is in evidence, with the
respective species tending to accumulate towards the electrode of opposite polarity
to their respective charges. Similar exponential increase is observed in Figs 3 and 4.
The densities here are much greater than in Figs 1 and 2, however, due to the
fact that the initial densities for this time period are considerably higher than for
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Figure 1. Electron density at 10 ns.

Figure 2. Ion density at 10 ns.

system initiation. Once more, the charged species tend to accumulate towards the
electrode of opposite polarity to their respective charge. However, the ion density
falls off slightly towards the negative cathode. This can be explained by the fact
that upon this pulse the heavier ions do not have sufficient energy to traverse the
final electrostatic sheath and thus recombine as efficiently at the negative cathode.
Figures 5–8 show the evolution of species for the third and fourth time periods

respectively, i.e. between 20 and 40 ns. It is interesting to note that even at this
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Figure 3. Electron density at 20 ns.

Figure 4. Ion density at 20 ns.

early stage of plasma formation the onset of saturation is just commencing. These
graphs predominantly exhibit a logarithmic increase over an exponential increase
due to the fact that the air is becoming ‘swamped’ with charged species. This is
particularly in evidence from Fig. 8, where the logarithmic increase is very small
after the initial jump to a higher level of ionic density.
Figures 9–12 illustrate the respective species densities between 40 and 60 ns.

Again, due to the rise in initial density conditions, the initial jump to a higher
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Figure 5. Electron density at 30 ns.

Figure 6. Ion density at 30 ns.

species density is quite abrupt before the concentration tends to level out. The
shape of these graphs is similar to Figs 13–16, where a logarithmic increase is again
clearly visible. It should be noted that decay of both ions and electrons still occurs at
the respective electrode of opposite polarity even when coupled with overall increase
in the system. The graphs also show that the overall species density is gradually
becoming greater, albeit at a much slower rate than previously observed. This
illustrates the fact that, in addition to individual time steps producing a limiting
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Figure 7. Electron density at 40 ns.

Figure 8. Ion density at 40 ns.

increase after the application of multiple pulses, the overall gain of the system
exhibits a limiting increase also.
The ninth pulse modeled in Figs 17 and 18 shows that saturation is dominant by

this time. Figure 18 in particular shows only minuscule increases in species density
as opposed to its predecessor (Fig. 16). While small increases in species densities
will continue to be in evidence subsequent to this pulse, the overall limit will remain
reasonably static.
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Figure 9. Electron density at 50 ns.

Figure 10. Ion density at 50 ns.

Figure 19 shows the overall species densities for electrons and ions, respectively.
The value for the maximum number densities for electrons and ions was obtained
from [24] and was incorporated in the calculation of how the active species in a
plasma approach saturation 3.1. The theoretical density of ions has been calculated
using values obtained in Sec. 2 and applying them to 3.1. As can be seen, the results
of the modeled and theoretical ion densities correspond very closely to one another
with very little error in evidence.
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Figure 11. Electron density at 60 ns.

Figure 12. Ion density at 60 ns.

These active species are primarily generated on the occurrence of a typical
current spike of the plasma of interest. Each of the active species (electrons and
ions) will emit a small amount of light which can be detected with a photomultiplier
tube. This is outlined in Fig. 20, which shows the unrectified light output increasing
suddenly on the occurrence of a current spike [25].
Even though the model is plausible for atmospheric air, the overall species dens-

ities may be slightly erroneous due to the lack of accurate experimental data
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Figure 13. Electron density at 70 ns.

Figure 14. Ion density at 70 ns.

regarding species densities in air plasma. Future work on this topic will focus on
spectroscopic techniques to obtain accurately initial densities for all atmospheric
reactions considered [26]. Some of the rate constants outlined in Table 1 of this
paper lack temperature dependence which would make them more accurate at all
temperatures and atmospheric pressures. This would not be an issue for metastables
of different species but could conceivably affect ionic formation. Due to the lack
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Figure 15. Electron density at 80 ns.

Figure 16. Ion density at 80 ns.

of this data, the rate constants utilized are as accurate as possible at this time.
However, as a possible hypothesis, it is interesting to investigate the importance of
other processes for the existence of a homogeneous discharge.
Over a longer timescale, more than one-dimensional effects, such as radial diffu-

sion, heat transfer, etc., are necessary for the calculations of the evolution of the
respective species densities. Implementation of theory such as that found in [27]
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Figure 17. Electron density at 90 ns.

Figure 18. Ion density at 90 ns.

would result in a more accurate modeling of the build-up of charged species in the
DBD configuration. This is planned for future work.
Accuracy of the Poisson equation could further be improved upon by imple-

menting a higher-order Runge–Kutta algorithm when employing iteration methods
in (2.1)–(2.6). This would be extremely computationally intensive and thus was not
integrated in our calculations. Future study is proposed in this area, in conjunction
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Figure 19. Electron and ion densities with time.

Figure 20. Light emitted and current pulse for an atmospheric air plasma.

with accurate determination of respective species densities, in order to build an
ever-increasingly accurate profile of species gain within an atmospheric plasma.

5. Conclusion
The evolution of charged species in atmospheric dielectric barrier discharges in air
has been modeled using existing methods coupled with previously unconsidered
atmospheric reactions. An overall limit for species densities has been estimated and
equations have been derived to validate this theory. The species densities increase
according to an exponential rule, which can be seen from the graphs in the preceding
section. The individual treatment of each time step results in an accurate model of
the evolution of species densities, which can be summed to show the overall densities
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after multiple microdischarges. Due to the fact that dielectric barrier discharges
typically last for times of the order of nanoseconds and given that this system has
been in operation for a relatively long time (upwards of 0.1 μs), it is reasonable to
expect that a high species density for both types of charged particles could exist
after this time.
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