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Abstract
This paper investigates morphosyntactic adaptation in second language (L2) sentence
processing. In a pre-/posttest control group design, two experiments with intermediate
to advanced German–English learners examine whether massed exposure to informative
input leads to adaptation in L2 processing in that L2 readers come to integrate inflection
in real-time comprehension. Experiment 1 on case marking shows that input causing
prediction error and flagging the target parse leads to nativelike integration of case in
the reanalysis of garden-path sentences. Experiment 2 shows partially nativelike processing
of adverbial–verb tense mismatches after exposure to target input. Adaptation was selective
to the experimental versus the control group in processing, yet it did not generalize to
offline, explicit performance. We conclude that morphosyntactic adaptation constitutes
an implicit learning mechanism in L2 processing, and we discuss its implications for
models of L2 processing and acquisition.
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Mastering inflectional morphology proves to be one of the most challenging tasks
for adult second language (L2) learners, and even very advanced learners often pro-
duce target and nontarget forms variably. Research on L2 sentence processing has
been investigating such inflectional variability in real-time comprehension. Many
studies on the L2 processing of subject–verb agreement, case marking, or gender
agreement report that adult L2 learners also have difficulties integrating inflection
incrementally in parsing. Such difficulties have been interpreted as evidence that L2
learners underuse morphosyntactic cues (e.g., Cunnings, 2017; MacWhinney, 1997)
or that they are unable to recruit grammatical representations in real-time sentence
processing (e.g., Clahsen & Felser, 2006; Jiang, 2007). Most studies consider the
processing of inflection at one point in time and then conclude that inflectional var-
iability is a general property of adult L2 processing. However, developmental studies
show that difficulties with inflection reduce as learners become more proficient
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(e.g., Hopp, 2010; Hoshino et al., 2010), receive instruction (e.g., Morgan-Short,
Sanz, Steinhauer, & Ullman, 2010) or learn incidentally from the input (e.g.,
Hopp, 2016). These findings illustrate that the L2 processing of inflection is not
static over time and may change in the long run.

Recent research on native-language (L1) processing suggests that processing may
also change in the short run. Native speakers quickly adapt to changes in the sur-
rounding language input, for example, differences in accents or vocabulary use
across speakers as well as shifting uses of syntactic structures (for review, Kaan &
Chun, 2018b). Evidence of syntactic adaptation comes from priming studies as well
as reading studies in which infrequent or dispreferred structures accumulate in the
course of an experiment. For instance, English natives show decreasing processing
difficulty with reduced relative clauses (e.g., Fine, Jaeger, Farmer, & Qian, 2013;
though see Harrington-Stack, James, & Watson, 2018) or dispreferred coordination
structures (e.g., Kaan, Futch, Fuertes, Mujcinovic, & de la Fuente, 2019) after
repeated exposure to these structures in the input. Syntactic adaptation has been
taken to reflect error-based implicit learning (e.g., Dell & Chang, 2014) or probabi-
listic belief updating (e.g., Jaeger & Snider, 2013). To explain adaptation, these
approaches assume that speakers make (implicit) predictions about the upcoming
input and use prediction error as feedback to restructure their linguistic knowledge
and expectations to match the changing statistics in the input so as to minimize
future prediction error. In different frameworks, the interplay of input, prediction
error, and adaptation has been postulated as a powerful implicit learning mecha-
nism in L1 acquisition and L1 adult processing (e.g., Christiansen & Chater,
2016; Dell & Chang, 2014; Phillips & Ehrenhofer, 2015).

The evidence as to whether (adult) L2 learners also demonstrate syntactic adap-
tation is mixed. On the one hand, L2 priming studies report that L2 learners show
priming effects (e.g., Jackson & Ruf, 2016; Kaan & Chun, 2018a) and that the
strength of priming may be comparable in L1 and L2 (e.g., Hartsuiker, Beerts,
Loncke, Desmet, & Bernolet, 2016). On the other hand, reading time studies
on syntactic adaptation report that adult L2 learners may not adapt to the input
like native speakers or that they may need more input than native speakers for
adaptation (Kaan et al., 2019; yet see Arai, 2016).

The present study uses the syntactic adaptation paradigm to study inflectional
variability in L2 processing. We systematically build on previous studies showing
that learners lack sensitivity to morphosyntactic detail in L2 processing. For one
thing, the present study thus aims to replicate previous studies. For another, it serves
to probe adaptation across two different phenomena and across different methods.
We test whether targeted processing experience that aims to highlight prediction
error can enhance L2 speakers’ sensitivity to inflection, specifically case marking
and grammatical tense marking. In the current paper, we replicate two previous
studies that have found that L2 learners are not sensitive to case marking
(Experiment 1; Hopp, 2014) or tense mismatches (Experiment 2; Roberts & Liszka,
2013) in processing. In a control-group design, the experimental group reads sen-
tences in which the target structure accrues in informative contexts, while a
control group reads comparable sentences that do not contain morphosyntactic
information regarding the target structure. In a posttest, we test whether learners
in the experimental group have adapted to the changes in the input.
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The paper is structured as follows. We review the role of prediction error for the
implicit learning of inflection in sentence processing by native and nonnative speak-
ers. Then we report Experiment 1 on case marking, and describe Experiment 2 on
tense mismatches. We then discuss the findings in the context of current approaches
to L2 sentence processing.

Prediction error and the implicit learning of morphosyntax
Behavioral eye-tracking studies and electrophysiological studies report that native
speakers predict at many levels, including inflection signaling agreement (for review,
see Kuperberg & Jaeger, 2016; Pickering & Gambi, 2018). For instance, native speak-
ers use case marking (Kamide et al., 2003; Hopp, 2015) and gender marking (e.g.,
Lew-Williams & Fernald, 2010; Wicha, Moreno, & Kutas, 2004) to anticipate
upcoming referents in the input.

On top of prediction increasing the efficiency of conversation and turn taking
through speaker–hearer alignment (e.g., Pickering & Garrod, 2013), prediction
serves as a powerful learning mechanism in that it enables the learner to generate
his or her own feedback, namely, by comparing the unfolding input to the internally
generated predictions about the input (e.g., Phillips & Ehrenhofer, 2015, though see
Huettig &Mani, 2016). If the two do not match, the learner experiences a prediction
error, and she can use the information in the input signaling prediction error to
adjust or update her expectations to the input properties.

According to formal accounts of language acquisition, prediction allows the
learner to actively explore hypotheses about the target language, and she can use
prediction error to revise her hypotheses in order to gradually converge on the target
grammar (e.g., Phillips & Ehrenhofer, 2015). In connectionist learning models, pre-
diction error creates feedback loops for the network to approximate the statistical
distributions of the input. For instance, in the P-chain model (Dell & Chang, 2014),
the learner employs covert production routines to predict the unfolding input, and
the learner can use prediction error to adjust the weightings of connections in the
network to reduce future prediction error. According to functionalist accounts, lan-
guage users keep track of the input statistics and form expectations (beliefs) about
the input distributions. When the input does not match these expectations, they
update their beliefs to optimize communicative efficiency (e.g., Kleinschmidt &
Jaeger, 2015). Despite their different theoretical underpinnings, all of these approaches
cohere in assigning prediction error a central role in learning (Rabagliati, Gambi, &
Pickering, 2015).

In L1 acquisition, morphosyntactic prediction develops early (e.g., Lew-Williams &
Fernald, 2007; Lukyanenko & Fisher, 2016; van Heugten & Shi, 2009) and in tandem
with production skills (Mani & Huettig, 2012). Further, children use grammatical
structure rather than associations for prediction (Gambi, Pickering, & Rabigliati,
2016), and they have been found to adapt their morphosyntactic predictions following
prediction error engendered by unexpected input (e.g., Havron, de Carvalho, Fiévet, &
Christophe, 2019).

In adult L1 processing, language users equally use prediction error to adapt
to changes in the statistics in the input. For instance, German natives adapt to
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changing statistics of inflectional or prosodic cues that signal word order (Henry,
Hopp, & Jackson, 2017). In addition, they adapt to how different speakers use inflec-
tion to signal word order (Kroczek & Gunter, 2017; see also Kamide, 2012). These
speaker-specific predictions persevered over a period of 9 months, indicating that
morphosyntactic adaptation can result in long-term implicit learning (see also
Kaschak, Kutta, & Coyle, 2014).

In contrast, adult L2 learners engage much less in morphosyntactic prediction
during processing (Grüter, Rohde, & Schafer, 2017; Kaan, 2014). Although they
readily use semantic and lexical cues in predictive processing (e.g., Ito, Pickering, &
Corley, 2017), L2 learners show lower or no predictive processing of gender marking
(e.g., Hopp, 2013; Lew-Williams & Fernald, 2010; yet see Dussias, Valdés Kroff,
Guezzardo Tamargo, & Gerfen, 2013) or case marking (e.g., Hopp, 2015; Mitsugi &
MacWhinney, 2016), especially if the L1 lacks gender or case. More importantly,
even when they encounter a prediction error, L2 speakers do not revise their pre-
dictions and continue to commit to erroneous predictions (Hopp, 2015). These
findings suggest that, unlike child L1 learners and adult L1 speakers, L2 learners
do not easily integrate information that could be used to revise predictions.
However, it is an open question whether L2 learners are largely insensitive to pre-
diction error or whether they require more input to adjust their predictions, to learn
from prediction error, and to adapt to the target use of morphosyntax.

A study by Hopp (2016) addressed the role of systematic input for strengthening
L2 predictive processing in a training study. In a pre-/posttest design, 34 L1 English
intermediate learners of L2 German completed a visual-world eye-tracking study
testing if L2 learners could use a gender-marked article to anticipate an upcoming
noun (e.g., derMASC → TischMASC – the table). Even when controlling for knowledge
of the grammatical gender of the experimental items, the pretest found that the L2
speakers did not show predictive use of gender. A week later, they took part in a
15-min training that repeatedly exposed them to the article-noun sequences (e.g.,
der Tisch) used in the experiment, and they practiced them to criterion.
Subsequently, they demonstrated target predictive use of grammatical gender in
the posttest eye-tracking study. Hence, massed input and practice of the grammati-
cal gender marking led participants to learn these relations and adapt their process-
ing. While this study underscores that adult L2 learners can come to adapt to
predictive processing, this may partially be the result of the item-specific explicit
training on gender, so that it remains an open question whether target processing
would generalize beyond the particular lexical items trained in the experiment.

In this paper, we report two experiments that test morphosyntactic adaptation in
L2 learners. We ask the general research question of whether systematic processing
experience enhances L2 speakers’ sensitivity to inflection. Experiment 1 addresses
the importance of massed exposure for implicit learning in the L2 processing of case
marking. It tests how input designed to induce prediction error and to provide a
subsequent cue for the reanalysis of a garden-path sentence can yield targetlike
L2 processing of case. In short, Experiment 1 tests if input intended to engender
and resolve prediction error changes predictions in L2 processing. However, previ-
ous studies report that L2 speakers generally engage less in predictive processing
than monolinguals, so that the target processing of inflection may predominantly
require the generation of predictive processing rather than the augmentation of
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prediction error in L2 processing. In consequence, Experiment 2 assesses the degree
to which massed input can bring about prediction in the L2 processing of (mis-)
matches between temporal adverbials and grammatical tense marking on verbs.
Together, these experiments yield evidence on how adaptation scopes over different
morphosyntactic phenomena and learner groups.

Experiment 1: Prediction error and the use of case marking for reanalysis
Experiment 1 builds on the study by Hopp (2014) that tested the integration of dif-
ferent types of information in the L2 processing of garden-path sentences. The sen-
tences in (1) give rise to a temporary ambiguity of the postverbal noun phrase the
boy/he/the piano between being the object of the verb play or the subject of the main
clause. Readers initially predict the postverbal noun to be the object, until the verb
made forces them to reanalyze the noun as the subject of the main clause.

1. a. When the girl was praying, the boy made some funny noises. (Control)
b. When the girl was praying the boy made some funny noises. (Intransitive)
c. When the girl was playing he made some funny noises. (Case)
d. When the girl was playing the boy made some funny noises. (Implausible)
e. When the girl was playing the piano made some funny noises. (Plausible)

In Hopp (2014), native speakers of English showed garden-path effects by virtue
of heightened reanalysis effort on the main clause verb made for implausible (1d)
and plausible (1e) noun phrases; yet, they did not differ in reading times between the
intransitive (1b) and the pronoun (1c) condition compared to the control condition
(1a). These findings resonate with findings from other studies showing that native
speakers integrate subcategorization and case information in parsing (e.g., Staub,
2007; Traxler & Pickering, 1996). Adult L1 German L2 learners of English dem-
onstrated analogous processing patterns, that is, garden-path effects for plausi-
ble and implausible noun phrases (1d and 1e) and no difficulty for intransitive
verbs (1b); yet, the L2 group did not appear to integrate case information, since
reading times for (1c) did not differ from (1d) but were significantly longer than in
the control condition (1a). These findings align with other studies that report that
intermediate to advanced L2 learners do not make incremental use of case marking
for word order revisions (e.g., Hopp, 2006; Jackson & Dussias, 2009; see also Hopp,
2015; Mitsugi & MacWhinney, 2016).

The study by Hopp (2014) lends itself to the investigation of implicit learning
through prediction error since the optionally transitive verb playing gives rise to the
expectation that a postverbal noun phrase is the object of the verb, and readers will
integrate it as such in the unfolding parse. When they encounter the main clause verb,
they experience a prediction error in that they are forced to reanalyze the noun phrase
as a subject. Experiment 1 examines the extent to which additional massed input that
consistently induces such prediction error and that points readers to the correct analysis
engenders adaptation to target processing of case marking. We compare changes in
processing patterns of the experimental group to those of a control group that receives
lexically comparable input that does, however, not induce prediction error or flag
reanalysis.
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We make the following hypotheses and predictions. If learners adapt as a conse-
quence of additional exposure to garden-path sentences, we predict that the proc-
essing patterns will change for the experimental group, yet not for the control group.
Further, if adaptation is specific to the exposure highlighting the target use of case
marking, we predict that learners will only demonstrate processing changes for the
case condition (1c), yet not for other garden-path sentences involving prediction
error, that is, plausible and implausible sentences (1d and 1e).

Participants

Eighty-two L1 German intermediate to advanced late L2 learners (61 female, age
18–32 years, mean age: 20.8 years) took part in the study. All participants had
started learning English later than age 5, and they were students of English at a
German university at the time of testing and they had normal or corrected-to-
normal vision. They participated voluntarily in exchange for course credit or com-
pensation of 7.50 Euros. Group assignment to the experimental and control group
was random. Additional participant information is given in Table 1.

The participants took the LexTALE task (Lemhöfer & Broersma, 2012), and the
results placed them into the upper-intermediate to advanced range. One-way anal-
yses of variance (ANOVAs) for length of exposure, age of onset and LexTALE scores
with the between-subject factor group did not show any significant differences in
any measure (all ps > .17).

Methods and materials

Pretest and posttest
The materials were adopted from Hopp (2014) that based the selection of verbs on
ratings in Traxler (2002). To reduce the number of conditions, the intransitive con-
dition (1b) was dropped, and minor changes were made to the stimuli, for example,
the verb in the control condition was the same as in all other conditions. In addition to
the 28 quadruplets adapted from Hopp (2014), 28 comparable quadruplets of senten-
ces were designed using the same optionally transitive verbs but otherwise different
lexical items (see online-only Supplemental materials). In all sentences, an optionally
transitive verb was followed by a full noun phrase introducing a new referent or a
nonanaphoric nominative pronoun. In addition, 56 filler sentences were con-
structed so that all consisted of sentences involving clausal coordination with

Table 1. Experiment 1: Participant information, means (standard deviation)—all
participants (n= 82)

Experimental group Control group

N 38 [42] 38 [40]

LexTale score 78.6 (12.3) 74.7 (12.1)

Length of exposure (yr) 13.0 (2.8) 12.6 (2.3)

Age of onset (yr) 7.8 (1.5) 8.0 (1.7)
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two subject-initial clauses with transitive verbs each. In consequence, partici-
pants encountered 56 experimental sentences containing one (optionally)
intransitive verb and one transitive verb as well as 56 filler sentences containing
two transitive verbs each, that is, 56 intransitive and 168 transitive verbs in total.
Half of the experimental sentences and half of the fillers were followed by com-
prehension questions. The comprehension questions for the experimental items
targeted the subject of the main clause predicate (e.g., Who made funny noises?)
as the answer, and the participants were presented the subject of the adjunct
clause (e.g., the girl) and the subject of the main clause (e.g., the boy) as possible
answers. This way it was possible to test whether participants ended up constru-
ing the noun phrase (NP) as the subject of the main clause.

The 56 experimental items were split into two sets for which four lists were cre-
ated according to a Latin square design. The sets were assigned to the pretest and the
posttest in alternation, and each participant received a different list in the pretest
and the posttest. In consequence, each participant encountered the same verb used
as an intransitive verb twice, yet in a different condition.

Exposure phase
For the exposure phase, 28 pairs of sentences were constructed with the same verbs
used in the experimental sentences (2).

2. a. The boy played and he pleased the parents with the music. (Experimental
group)

b. The boy played the music and it pleased the parents. (Control group)

The experimental group read sentences as in (2a), in which the optionally tran-
sitive verb of the first clause (i) was used intransitively and (ii) the subject pronoun
in the second clause was coreferential with the subject of the first clause and (iii)
bore unambiguous nominative case marking signaling it is the subject of the second
clause. For the sentence in (2a), readers predict the verb played to be followed by an
object. Upon encountering he following the coordinator and, they experience a pre-
diction error and need to adopt an intransitive interpretation of the verb, since he
unambiguously constitutes a subject. The control group read sentences as in (2b), in
which the verb of the first clause (i) was used transitively and (ii) the subject pro-
noun in the second clause was ambiguous in case marking and (iii) was coreferential
with either the subject or the object of the first clause.1 The control group thus did
not experience a prediction error, as the verb played was followed by an object.

Procedure

After signing the consent form, the participants first completed the pretest, then
took the LexTALE task, filled in the language background questionnaire and did
other tasks unrelated to this study. They then read the sentences in the exposure
phase and subsequently took the posttest. In the pre- and posttest as well as the
exposure phase, all sentences were presented in pseudorandom order, with a
new pseudorandomization for each participant. Instructions and three practice
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sentences including comprehension questions preceded the main experiment.
Reading time and response data were collected using an SMI RED High-Speed
eye-tracker with a spatial resolution below 0.4 degrees. Tracking speed was
500 Hz, and participants rested their head on a chin-rest to minimize head movements.
The sentences were presented in 20-point Arial in white on black on a 22-inch TFT
screen. Participants sat in front of the screen at a distance of 70 cm. Participants
were instructed to read at their normal reading speeds for comprehension.
Before the first item in the main study, participants were calibrated with a 9-point
calibration and a subsequent 4-point validation. The calibration procedure was
repeated if visual acuity was below 0.5 degrees. Participants were recalibrated at
various points in the experiment if necessary. In all, the participants took between
12 and 20 min to complete the pretest and between 22 and 28 min to complete the
combined exposure phase and posttest.

Following Hopp (2014), we defined four regions of interest in the experimental
sentences: the verb of the adjunct clause (playing), the postverbal noun (the piano),
the verb of the main clause (made), and the postverbal region, that is, the rest of the
sentence (some funny noises). For each region of interest, we computed first-pass
reading time, second-pass reading time, total reading time, and number of regres-
sions, as in Hopp (2014).

Analysis and results

Six participants were excluded from analysis, 4 from the experimental group and 2
from the control group, either because they did not have German as the L1 (n= 4),
because of large amounts of missing data (n= 1), or because of poor calibration
accuracy (n= 1). For all of the remaining 76 participants, reading times for a par-
ticular region were excluded if fixations were shorter than 80 ms or longer than
2000 ms (Rayner, 1998). In all, less than 8.2% of all data were thus excluded. The anal-
ysis of the comprehension questions showed that accuracy was higher than 85% in each
of the conditions in each group and each test, which indicates that participants read the
sentences attentively and that they successfully reanalyzed the garden paths.

Table 2 lists the reading times for each condition and for each region of interest
by test and group. For the main clause verb and the postverbal regions, we report
planned comparisons between the conditions based on Hopp (2014) for second-
pass reading times, total reading times and the number of regressions, that is, meas-
ures associated with reanalysis processes (e.g., Staub & Rayner, 2007). First, to test
whether readers get garden-pathed at all, we compare (1a) and (1d), which we refer
to as the control comparison. Readers should show longer reading times in (1d) than
in (1a). Second, to establish if readers are sensitive to plausibility differences, we
compare (1d) and (1e), which we term the plausibility comparison. If readers use
plausibility, then the commitment to an object interpretation of the postverbal noun
phrase should be lower in (1d), which, in turn, facilitates reanalysis to a subject
interpretation compared to a more plausible object noun phrase in (1e). Third,
we compare (1a) and (1c), that is, the case comparison. If case marking is used incre-
mentally, the postverbal pronoun should not be interpreted as the object and there-
fore not necessitate reanalysis once the reader encounters the main clause verb.
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Table 2. Experiment 1: Reading times (in ms) and number of regressions by region and by group (n= 38); standard deviations in parentheses

Group: Experimental group Control group

Region Condition Test First Pass Second Pass
Total reading

time
No. of

regressions First Pass Second Pass Total reading time
No. of

regressions

Adjunct clause
verb

Control (1a) Pretest 359 (112) 321 (205) 680 (251) 117 293 (86) 218 (149) 510 (173) 118

Control (1a) Posttest 331 (97) 175 (153) 506 (199) 82 289 (112) 154 (128) 442 (177) 69

Case (1c) Pretest 356 (79) 320 (203) 676 (241) 88 285 (85) 246 (149) 531 (186) 90

Case (1c) Posttest 331 (77) 254 (223) 585 (257) 76 313 (108) 203 (134) 516 (177) 64

Implausible (1d) Pretest 363 (112) 359 (248) 722 (301) 105 308 (91) 332 (197) 640 (235) 98

Implausible (1d) Posttest 339 (92) 261 (248) 599 (316) 83 306 (118) 192 (132) 498 (193) 59

Plausible (1e) Pretest 348 (112) 394 (273) 743 (317) 94 297 (87) 361 (230) 658 (256) 98

Plausible (1e) Posttest 352 (117) 279 (284) 630 (325) 76 295 (95) 259 (201) 554 (234) 71

NP Control (1a) Pretest 392 (119) 273 (186) 665 (244) 68 402 (114) 257 (154) 659 (181) 98

Control (1a) Posttest 355 (87) 178 (173) 533 (205) 49 380 (98) 195 (123) 576 (168) 72

Case (1c) Pretest 286 (83) 157 (121) 443 (171) 50 248 (77) 154 (139) 402 (152) 57

Case (1c) Posttest 257 (62) 119 (133) 376 (153) 50 276 (75) 126 (106) 402 (141) 54

Implausible (1d) Pretest 422 (136) 382 (287) 804 (346) 98 429 (121) 390 (221) 819 (245) 133

Implausible (1d) Posttest 444 (126) 252 (223) 695 (280) 68 416 (92) 257 (141) 673 (167) 83

Plausible (1e) Pretest 402 (127) 461 (268) 862 (343) 116 393 (98) 412 (244) 805 (248) 129

Plausible (1e) Posttest 398 (140) 307 (252) 705 (295) 74 380 (96) 309 (157) 690 (207) 100

(Continued)
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Table 2. (Continued )

Group: Experimental group Control group

Region Condition Test First Pass Second Pass
Total reading

time
No. of

regressions First Pass Second Pass Total reading time
No. of

regressions

Main verb Control (1a) Pretest 318 (99) 167 (151) 486 (191) 64 332 (92) 158 (112) 490 (136) 66

Control (1a) Posttest 299 (87) 112 (96) 412 (145) 54 319 (73) 144 (113) 463 (129) 58

Case (1c) Pretest 350 (115) 231 (153) 581 (181) 81 330 (118) 227 (165) 558 (179) 109

Case (1c) Posttest 294 (93) 157 (131) 452 (178) 86 380 (104) 188 (153) 568 (202) 89

Implausible (1d) Pretest 350 (110) 248 (206) 598 (250) 101 354 (100) 255 (151) 609 (171) 143

Implausible (1d) Posttest 321 (83) 184 (173) 505 (212) 90 347 (91) 172 (119) 519 (157) 87

Plausible (1e) Pretest 340 (98) 369 (237) 709 (279) 134 361 (93) 336 (225) 698 (232) 131

Plausible (1e) Posttest 334 (94) 229 (199) 563 (229) 107 360 (111) 214 (169) 574 (214) 109

Post-verbal Control (1a) Pretest 585 (219) 166 (150) 752 (245) 294 559 (216) 160 (142) 719 (256) 267

Control (1a) Posttest 526 (174) 103 (104) 629 (232) 224 510 (176) 103 (92) 613 (211) 234

Case (1c) Pretest 598 (181) 246 (205) 845 (281) 305 519 (192) 216 (149) 735 (241) 288

Case (1c) Posttest 549 (178) 123 (126) 672 (227) 236 532 (183) 142 (116) 674 (207) 252

Implausible (1d) Pretest 530 (165) 243 (213) 773 (272) 309 521 (193) 211 (167) 731 (246) 283

Implausible (1d) Posttest 517 (155) 132 (147) 649 (243) 251 518 (168) 124 (130) 642 (214) 216

Plausible (1e) Pretest 529 (161) 346 (223) 875 (298) 347 462 (163) 330 (187) 792 (260) 342

Plausible (1e) Posttest 535 (165) 197 (173) 732 (271) 265 467 (157) 191 (167) 657 (220) 254
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Analyses of all reading time measures were conducted using mixed-effect regression
models with the lme4 and lmerTest packages in R version 3.5.1 (R Development
Core Team, 2018). Effect sizes for comparisons with one fixed effect and random
factors were computed following Westfall, Kenny, and Judd (2014). To afford com-
parability with the study by Hopp (2014), we analyed raw reading times.2 We
entered Group (experimental vs. control), Condition (1a, c, d and e, for each com-
parison), Test (pretest vs. posttest) as fixed factors, including their interactions. We
also used Proficiency (LexTALE score) and Trial number as continuous and cen-
tered fixed effects including their interactions with Condition and Test. The random
effects structure included random intercepts for participants and items, as well as all
random slopes justified by the design. When this maximal model did not converge,
we first removed the by-item, and then the by-participant random correlation
parameters (see Barr, Levy, Scheepers, & Tily, 2013, p. 276). All converging models
minimally contained random intercepts for participants and items.

As in Hopp (2014), Figures 1 and 2 plot the total reading times on the main verb
region by group for the pretest and the posttest, respectively. The results of the pre-
test in each group replicate the findings for the L2 learners in Hopp (2014), in that
each group showed main effects of Condition for the control comparison, the
plausibility comparison, as well as the case comparison (Table 3), that is, each group
showed garden-path effects in all conditions.

To test adaptation, we are interested in seeing whether there is an interaction of
Condition and Test, which would indicate that reading time patterns change from
pretest to posttest for each comparison. We first turn to the control and the plausibility
comparisons. Models including Group revealed no significant interactions of Group,
Condition, and Test for the control or the plausibility comparisons. Follow-up analyses
by group did not show any significant interactions of Condition and Test for any meas-
ures in any group. In addition, the reading time patterns remained comparable in

Figure 1. Experiment 1: Pretest. Mean total reading times (in ms) on the main verb region by group
(n= 38 each). Error bars show standard error.
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pretest and posttest (see Table 3). This shows that the exposure phase did not cancel the
garden-path effects and the plausibility effects in either group.

For the case comparison, we did not find any significant interactions in first-pass
or second-pass reading times or the number of regressions; yet, there was a mar-
ginally significant interaction of Group, Condition, and Test (β= 113.68,
SE= 61.01, t= 1.863, p= .062) for total reading times in the postverbal region.
Hence, we analyzed the data of the experimental and the control groups separately
in order to check if both groups demonstrated the same pattern of effects.

For second-pass reading times in the postverbal region, the interaction between
Condition and Test became significant (β= 16.91, SE= 8.61, t= 1.965, p= .049).
When looking at the effect patterns across pretest and posttest in the experimental
group, the significant main effects of Condition in the pretest disappeared for total
reading times on the main verb region as well as for second-pass and total reading
times in the postverbal region (Table 3), with effect sizes consistently reducing. For
the control group, the models did not yield any effect of Condition (Table 3), and
Figures 1 and 2 illustrate that the mean total reading times remain virtually identical
from pretest to posttest. In addition, the effect sizes in the control group did not
change or they even increased, bearing out that the control group continued to have
difficulty with case-marked pronouns.

To substantiate the group differences for case-marked pronouns, we directly
compared the total reading times on the main verb region between the groups
in the case condition (1c; Figures 1 and 2). A model with the fixed factors
Group and Test and the same random effects components as above returned a main
effect of Test (β= 121.73, SE= 30.09, t= 4.046, p < .001) as well as a significant
interaction of Test and Group (β= 116.26, SE= 42.37, t= 2.744, p= .008). This
interaction underlines that the change in reading times from pretest to posttest
was specific to the experimental group (Table 3). For neither group nor any com-
parison did L2 proficiency yield any significant interactions. Further, Trial number

Figure 2. Experiment 1: Posttest. Mean total reading times (in ms) on the main verb region by group
(n= 38 each). Error bars show standard error.
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Table 3. Experiment 1: Model comparisons—main effects of Condition by comparison, region, and group (n= 38 each)

Experimental group Control group

Control comparison (1a vs. 1d) Pretest Posttest Pretest Posttest

Main verb region First-pass RT β: 31.8; SE: 17.6;
t: 1.808�; d: 0.15

β: 18.4; SE: 13.8;
t: 1.335; d: 0.11

β: 26.2; SE: 15.1;
t: 1.738�; d: 0.13

β: 28.6; SE: 14.9;
t: 1.923�; d: 0.15

Second-pass RT β: 41.6; SE: 13.8;
t: 3.020**; d: 0.29

β: 35.5; SE: 10.7;
t: 3.332***; d: 0.27

β: 98.0; SE: 22.8;
t: 4.297***; d: 0.36

β: 27.6; SE: 21.0;
t: 1.312; d: 0.11

Total RT β: 57.6; SE: 14.9;
t: 3.878***, d: 0.33

β: 45.3; SE: 12.2;
t: 3.708***, d: 0.28

β: 124.2; SE: 26.3;
t: 4.732***; d: 0.38

β: 57.3; SE: 24.4;
t: 2.346*; d: 0.18

Postverbal region First-pass RT β: 58.9; SE: 26.6;
t: 2.217*; d: 0.17

β: 3.7; SE: 23.9;
t: 0.157; d: 0.01

β: 41.5; SE: 26.0;
t: 1.597; d: 0.12

β: 8.3; SE: 24.2;
t: 0.341; d: 0.03

Second-pass RT β: 38.1; SE: 12.6;
t: 3.037**; d: 0.24

β: 15.9; SE: 11.6;
t: 1.366; d: 0.12

β: 50.7; SE: 26.5;
t: 1.917�; d: 0.16

β: 18.8; SE: 21.2;
t: 0.889; d: 0.08

Total RT β: 8.7; SE: 19.3;
t: 0.451; d: 0.04

β: 15.5; SE: 13.7;
t: 1.130; d: 0.08

β: 9.8; SE: 30.7;
t: 0.320; d: 0.03

β: 29.0; SE: 26.3;
t: 1.104; d: 0.08

Plausibility comparison (1d vs. 1e)

Main verb region First-pass RT β: 9.3; SE: 16.4;
t: 0.564; d: 0.05

β: 18.9; SE: 15.3;
t: 1.233; d: 0.09

β: 6.5; SE: 18.9;
t:0.386; d: 0.03

β: 12.1; SE: 16.8;
t: 0.718; d: 0.05

Second-pass RT β: 50.5; SE: 15.0;
t: 3.366**; d: 0.33

β: 19.1; SE: 11.6;
t: 1.651�; d: 0.15

β: 69.7; SE: 26.4;
t: 2.641**; d: 0.22

β: 39.1; SE: 22.2;
t: 1.760�; d: 0.14

Total RT β: 53.5; SE: 16.2;
t: 3.302**; d: 0.26

β: 32.2; SE: 14.9;
t: 2.154*; d: 0.17

β: 75.7; SE: 29.5;
t: 2.564*; d: 0.22

β: 51.0; SE: 25.6;
t: 1.996*; d: 0.14

Postverbal region First-pass RT β: 0.2; SE: 26.5;
t: 0.009; d: 0.00

β: 18.1; SE: 24.5;
t: 0.740; d: 0.06

β: 56.5; SE: 26.1;
t: 2.163*; d: 0.17

β: 56.8; SE: 25.5;
t: 2.225*; d: 0.17

Second-pass RT β: 54.6; SE: 16.3;
t: 3.344***; d: 0.27

β: 32.5; SE: 14.3;
t: 2.285*; d: 0.20

β: 109.3; SE: 29.9;
t: 3.653***; d: 0.30

β: 69.6; SE: 25.5;
t: 2.726**; d: 0.24

(Continued)
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Table 3. (Continued )

Experimental group Control group

Control comparison (1a vs. 1d) Pretest Posttest Pretest Posttest

Total RT β: 52.6; SE: 18.3;
t: 2.869**; d: 0.21

β: 42.0; SE: 16.1;
t: 2.613**; d: 0.21

β: 52.3; SE: 31.7;
t: 1.650; d: 0.12

β: 12.0; SE: 28.9;
t: 0.415; d: 0.03

Case comparison (1a vs. 1c)

Main verb region First-pass RT β: 26.5; SE: 18.0;
t: 1.467; d: 0.12

β: 18.4; SE: 13.8;
t: 1.335; d: 0.11

β: 2.0; SE: 15.9;
t:0.128; d: 0.01

β: 59.7; SE: 18.4;
t: 3.253**; d: 0.27

Second-pass RT β: 31.4; SE: 13.0;
t: 2.417*; d: 0.23

β: 22.3; SE: 10.1;
t: 2.203*; d: 0.21

β: 70.0; SE: 22.2;
t: 3.162*; d: 0.26

β: 41.1; SE: 21.9;
t: 1.879�; d: 0.16

Total RT β: 45.1; SE: 14.2;
t: 3.167**; d: 0.25

β: 19.8; SE: 13.1;
t: 1.510; d: 0.15

β: 71.3; SE: 25.4;
t: 2.804**; d: 0.22

β: 99.6; SE: 27.5;
t: 3.618***; d: 0.29

Postverbal region First-pass RT β: 13.1; SE: 28.6;
t: 0.457; d: 0.04

β: 22.2; SE: 23.6;
t: 0.937; d: 0.07

β: 47.1; SE: 26.8;
t: 1.761�; d: .13

β: 23.1; SE: 23.6;
t: 0.976; d: 0.07

Second-pass RT β: 41.1; SE: 13.5;
t: 3.057**; d: 0.25

β: 7.1; SE: 10.6;
t: 0.671; d: 0.06

β: 60.9; SE: 25.7;
t: 2.396*; d: 0.20

β: 40.3; SE: 20.6;
t: 1.955�; d: 0.17

Total RT β: 48.8; SE: 17.5;
t: 2.782**; d: 0.21

β: 18.0; SE: 13.4;
t: 1.339; d: 0.10

β: 16.1; SE: 29.3;
t: 0.549; d: 0.04

β: 62.6; SE: 26.0;
t: 2.403*; d: 0.17

Note: The values in the cells are coefficient estimate β/standard error SE(β) and the associated t score. �p < .10, *p < .05. **p < .01. ***p < .001.
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did not interact with Condition in the pre- or posttest in any comparison for
any group.

Finally, we consider differences in comprehension accuracy, that is, the ability to
reanalyze and interpret the sentence correctly. Table 4 lists the mean comprehen-
sion accuracy by group, condition, and test.

We carried out logistic mixed-effects regressions with Condition, Test, and
Group as fixed factors as well as random intercepts for participants and items,
and random slopes for Test for both participants and item. For the control or
the plausibility comparison, the models yielded no main effects of Test or any inter-
actions. For the case comparison, though, there was a marginally significant three-
way interaction between Condition, Test, and Group (β= 0.19, SE= 0.10, t= 1.820,
p= .069). As seen in Table 4, the experimental group improved in comprehension
accuracy from pretest to posttest, while the control group did not. In sum, then, the
differences between groups in reading times for the case comparison were mirrored
in comprehension accuracy, that is, the ability to reanalyze the sentences to the cor-
rect interpretation.

Experiment 1: Discussion

Experiment 1 tested whether exposure to sentences that induce prediction error and
flag nominative case-marked pronouns as subjects leads L2 learners to integrate case
marking in their processing of garden-path sentences.

In the pretest, the findings replicate the results in Hopp (2014) in that L2 learners
experience reanalysis effort in sentences with unambiguously nominative pronouns
in the postverbal position. Hence, for L2 learners, nominative case marking did not
attenuate the integration of a postverbal pronoun as an object, and it did not aid in
the reanalysis process toward the pronoun being the subject of the main clause.
Reading times on the main verb region for the pronoun condition (1c) were com-
parable to those for implausible objects (1d), which indicates that grammatical form
did not alleviate the initial object misanalysis. In addition, the present study also
replicates that L2 learners made robust use of plausibility, with nouns that are

Table 4. Experiment 1: Comprehension accuracy (in %) by condition, test, and
by group (n= 38)

Experimental group Control group

Control (1a) Pretest 95.3 (8.6) 93.7 (12.4)

Control (1a) Posttest 95.3 (9.8) 96.9 (8.6)

Case (1c) Pretest 87.8 (16.6) 86.8 (14.2)

Case (1c) Posttest 92.1 (14.4) 84.7 (16.4)

Implausible (1d) Pretest 92.6 (11.8) 93.4 (9.9)

Implausible (1d) Posttest 95.3 (8.6) 96.3 (9.1)

Plausible (1e) Pretest 91.6 (12.8) 93.7 (9.4)

Plausible (1e) Posttest 91.6 (10.0) 92.1 (11.9)
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plausible objects to the adjunct clause verb incurring greater processing effort than
nouns that constitute implausible objects (1d vs. 1e). In terms of adaptation, this
means that experiencing frequent prediction errors of optionally transitive verbs
being used intransitively in the experimental items did not in and of itself lead learn-
ers to adapt to this structure (see also Andrews, Dillon, & Staub, 2019, for native
speakers).

Instead, adaptation was specific to the experimental group that read sentences in
the exposure phase in which they would encounter more sentences inducing pre-
diction errors due to the intransitive use of optionally transitive verbs. Yet the sys-
tematic induction of prediction error in the exposure phase in the experimental
group did not lead learners to adapt to an intransitive reading of the adjunct clause
verbs in the posttest in general. If so, the group would have shown a reduction of the
garden-path effects in the control comparison and the plausibility comparison as
well, since the first verb is used intransitively in all of these conditions. Rather,
the group specifically adapted to the nominative-marked pronoun signaling a sub-
ject of a new clause. The specificity of the adaptation effects in Experiment 1 sug-
gests that merely encountering a prediction error is not sufficient for adaptation in
L2 learners (see Kaan, 2014). In addition, learners need to receive information as to
what the intended reading is; in Experiment 1, such information was provided by
the nominative-marked pronoun that flags the pronoun as the subject of the main
clause. The findings from Experiment 1 suggest that L2 learners adapt if prediction
error is accompanied by information how the reader can construct the correct parse
(see Hopp, 2006). In this case, readers come to show less garden-pathing and greater
comprehension accuracy in the posttest.

The findings from Experiment 1 thus confirm both hypotheses in that adaptation
was limited to (i) the experimental group and (ii) to sentences involving case-
marked pronouns. Accordingly, massed input can lead L2 learners to integrate case
marking as signaling prediction error. As reviewed above, however, adult L2 learn-
ers routinely do not make morphosyntactic predictions in the first place, so that a
crucial next question is whether massed and targeted input can lead to adult L2
learners developing target predictions. To this end, Experiment 2 investigates a dif-
ferent phenomenon to test if L2 learners can come to make predictions involving
inflectional morphology, namely, tense marking.

EXPERIMENT 2
Experiment 2 builds on the study by Roberts and Liszka (2013) that investigated
sensitivity to tense mismatches in the L2 processing of English. They compared
how readers process mismatches between fronted temporal adverbials and tense
marking on verbs as in (3).

3. a. Last week/*since the summer, James went swimming every day. (Past tense)
b. *Last week/since the summer, James has gone swimming every day.

(Present perfect)

In (3a), the temporal adverbial last week lexically marks a temporal event with
reference and event time preceding speech time, which requires a matching use
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of grammatical past tense on the verb (Reichenbach, 1947). In contrast, the adver-
bial since the summer in (3b) refers to a temporal event with current relevance or
ongoingness, that is, reference time and speech time are identical, with event time
preceding both. These adverbials require the use of the present perfect as a gram-
matical tense marking. Previous research on monolingual English speakers (Baggio,
2008; Steinhauer & Ullman, 2002) finds that native speakers are sensitive to tense
mismatches in sentence processing, which suggests that the sentence-initial adverbials
make readers create a prediction to encounter a matching grammatical tense marking
on the verb. If this prediction is violated by the occurrence of a mismatching
grammatical tense, processing difficulty ensues. In a self-paced reading task,
Roberts and Liszka (2013) found that L1 French intermediate to advanced learn-
ers of English, yet not L1 German learners, were equally sensitive to mismatches
between lexical and grammatical tense marking, with longer reading times on
regions following the verb for mismatches than matches. Roberts and Liszka
(2013) argued that the realization of aspectual distinctions in the L1 restricts
the online use of grammatical tense in the L2. Unlike English and French,
German does not have grammatical aspect. In addition, the present perfect in
German can refer to either past and completed events or events that have current
relevance (Rothstein, 2008).

Experiment 2 examines the extent to which additional massed input that illus-
trates the target relations between temporal adverbials and grammatical tense leads
to grammatical predictions in L1 German learners. We compare changes in proc-
essing of the experimental group versus a control group. The experimental group
received exposure to sentences illustrating differences in the matching of adverbials
to past tense and present perfect, respectively (4a). In contrast, the control group
read sentences illustrating the matching of adverbials to past tense only (4b). We
predict that the processing patterns will change for past tense verbs as well as
for present perfect verbs for the experimental group, as the adverbials create pre-
dictions for grammatical tense marking, yet not for the control group. Instead,
the control group may show adaptation with present perfect verbs only, since
the adverbials used in the exposure phase create predictions for past tense verbs
(3a), which should lead to slowdowns for mismatched present perfect verbs in (3b).

Participants

Sixty-seven L1 German intermediate late L2 learners took part in the study
(44 female, age 21–38 years, mean age: 24.7 years). All participants had started
learning English later than age 5, and they were students of subjects other than
English at a German university. In line with Roberts and Liszka (2013) we aimed
for less proficient learners in Experiment 2 compared to Experiment 1, as the con-
tingencies between temporal adverbials and verb tense are subject to instruction.
The LexTALE task (Lemhöfer & Broersma, 2012) placed them into the interme-
diate range. They participated voluntarily for compensation of 7.50 Euros.
Additional participant information is given in Table 5. One-way ANOVAs with
the between-subject factor group did not show any significant differences in any
measure (all ps > .08).
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Methods and materials

Reading study
For the pretest and postest, the materials were partially adopted from Roberts and
Liszka (2013), and 24 comparable sets of sentences as in (3) were designed (see
online-only Supplement for all materials). In addition, 120 filler sentences were con-
structed that did not contain sentence-initial temporal adverbials and used different
tenses. All experimental sentences and half of the fillers were followed by comprehen-
sion questions.

The 48 experimental items were split into two sets for which four lists were
created according to a Latin square design. The sets were assigned to the pretest
and the posttest according to the same procedure as in Experiment 1.

Exposure phase
For the exposure phase, 24 pairs of sentences were constructed as in (4).

4. a. Last year, Bruno liked the new classmate, but he has since then made
other friends than him. Now they do not even talk to each other.
(Experimental group)

b. Last year, Bruno liked the new classmate, but he did back then not
make a new friend in him. Now they do not even talk to each other.
(Control group)

The experimental group read sentences as in (4a), which displayed a sequence of
tense (past-perfect-present). The first sentence contained a temporal adverbial
(e.g., last year) that was matched with past tense, and the following temporal adver-
bial (e.g., since then) was paired with the matching present perfect. Finally, a sen-
tence paired an adverbial like now with present tense. The control group read
sentences as in (4b), in which two adverbials (e.g., last year and back then), were
paired with past tense verbs, and a subsequent sentence in present tense (past-
past-present). Again, matching adverbials accompanied the tensed verbs; yet, criti-
cally, there was no contrast between the use of past tense and present perfect. The 24
filler items that were added contained present tense and future verbs only.

Cloze Test and acceptability judgment task
In order to test whether participants have explicit knowledge of the use of English
tenses, we administered a cloze test and an acceptability judgment task, modeled on
tasks in Roberts and Liszka (2013). In the cloze test, participants read 30 sentences

Table 5. Experiment 2: Participant information, means (standard
deviation)—all participants (n= 67)

Experimental group Control group

N 32 [35] 32

LexTale score 69.8 (11.2) 71.1 (10.5)

Length of exposure (yr) 15.6 (2.5) 16.3 (3.5)

Age of onset (yr) 9.1 (1.5) 8.3 (2.0)
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containing missing verbs, 10 in past tense, 10 in present perfect, and 10 in present
tense. Participants added inflected verbs in the gaps, using verbs provided in infini-
tival form in parentheses. For the acceptability judgment task, participants received
12 experimental items from the pretest, 6 grammatical and 6 ungrammatical.
Participants rated the acceptability of these sentences plus 12 fillers by making a
binary decision. Both tasks were administered after the reading studies so as to avoid
any carryover effects of the offline to the online tasks.

Procedure

The sequence of tasks was identical as in Experiment 1. In addition, the participants
completed the cloze test and acceptability judgment task at the end of the session.
The self-paced reading experiments were administered using E-Prime 2.0
(Schneider, Eschman, & Zuccolotto, 2002) on a laptop. The sentences were pre-
sented in a Moving Windows word-by-word format in 18-point Courier New in
white on black on a 15-inch TFT screen. In all, the participants took between 12
and 20 min to complete the pretest and between 18 and 32 min to complete the
combined exposure phase and posttest.

Analysis and results

Three participants were excluded from analysis, because they did not complete all
tasks (n= 2) or had excessively long reading times (n= 1). For all of the remaining
64 participants, reading times on the individual segments were trimmed for outliers
in that reaction times that were more than 2 SD from a participant’s mean in this
condition and test were trimmed to the mean plus 2 SD. In all, this affected less than
4% of the data. Following Roberts and Liszka (2013), we defined four regions of
interest in the experimental sentences: the verb (i.e., the main verb in the past tense
conditions and the auxiliary in the present perfect conditions), and the three follow-
ing words each. We analyzed the reading times for the past tense and the present
perfect conditions separately, because the segments contained different words. Analyses
of reading timemeasures were conducted usingmixed-effect regressionmodels with the
lme4 and lmerTest packages in R version 3.5.1 (R Development Core Team, 2018). To
ensure comparability with the study by Roberts and Liszka (2013), we analyzed the raw
reading times.3 We entered Match (mismatch vs. match), Test (pretest vs. posttest), and
Group (experimental vs. control) as fixed factors, including their interactions. We also
used Proficiency (LexTALE score) as a continuous and centered fixed effect as an inter-
action term. The random effects structure was as in Experiment 1.

We present the findings from the offline tasks first, although these tasks were
administered after the reading tasks. In both the cloze test and the acceptability
judgment task, the groups did not demonstrate any significant differences
(Table 6). As these tasks were administered after the reading experiments, the find-
ings suggest that between-group differences in the exposure phase did not affect
explicit knowledge of tense. A repeated-measures ANOVA for the acceptability
judgment task with the within-subject factors tense and match and the between-
subject factor group did not show any effect of Group, F (1, 62)= 0.131; p= .719,
yet a significant interaction between Tense and Match, F (1, 62)= 6.608; p= .013,
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which indicates that mismatches in the present perfect were judged more accurately
than in the past tense.

Next, we present the findings from the reading study. Comprehension accuracy
was uniformly high at 92.6% (SD= 6%) in the pretest and 92.6% (SD= 7%) in the
posttest. The groups did not differ in any test (all ps > .4). Figures 3 and 4 illustrate
the reading time differences between the match condition minus the mismatch con-
dition for either tense in the pretest and the posttest by group. The match conditions
involve a verb in past tense or present perfect paired with a matching adverbial, for
example, last year or since last year, respectively. The mismatch conditions refer to
sentences containing a verb in past tense or present perfect paired with a mismatch-
ing adverbial. Negative reading times denote sensitivity to tense mismatches,
because the mismatch condition was read more slowly than the match condition.

For the experimental group in Figure 3, the reading time differences for past
tense verbs change from pretest to posttest in the verb�1 segment. For present per-
fect verbs, reading profiles are flat. For the control group, Figure 4 shows flat reading
times around the zero mark. There is no change from pretest to posttest. Table 7 lists
the reading times for the respective groups in the pretest and the posttest.

Table 6. Experiment 2: Results of off-line tasks by group (n= 64)—standard deviations in parentheses

Experimental group (n= 32) Control group (n= 32)

Cloze test – Past tense (in %) 89.7 (14.9) 91.9 (12.6)

Cloze test – Present perfect 12.8 (27.5) 15.9 (25.0)

AJT – Past tense (in %) 53.1 (13.0) 53.1 (14.9)

Past tense match 94.8 (12.3) 92.7 (18.4)

Past tense mismatch 11.5 (25.3) 13.5 (23.7)

AJT – Present perfect (in %) 51.6 (16.6) 49.5 (16.7)

Present perfect match 85.4 (20.6) 84.4 (25.4)

Present perfect mismatch 17.7 (26.7) 14.6 (26.7)

AJT - Acceptability Judgement Task.

Figure 3. Experiment 2: Mean reading time differences (in ms) between match and mismatch condition by
verb tense and segment. Experimental group (n= 32).
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For past tense verbs, the models returned main effects of test on all segments,
showing that participants read faster in the posttest. In addition, there was a mar-
ginal interaction between Group, Match, and Test for the verb region (β= 57.50,
SE= 33.91, t= 1.696, p= .091) as well as a marginal interaction between Match
and Test for the verb�1 region (β= 38.57, SE= 22.15, t= 1.742, p= .082). For present
perfect verbs, the models returned main effects of Test and a significant interaction of
Group, Match, Test, and Proficiency on the participle region (β= 64.66, SE= 30.87,
t= 1.997, p= .046). In addition, for the part�2 region, there was a significant interac-
tion of Match, Group, and Proficiency (β= 46.37, SE= 21.91, t= 2.116, p= .035).

In view of the interactions with Group and Test, we next report models by group
and test. To test for adaptation effects, we checked for interactions of Match and Test.
For past tense verbs, the control group demonstrated main effects of Test on all seg-
ments, yet no effects of Match or any interactions of Match and Test. For the experi-
mental group, beyond significant main effects of Test on all segments, there was a
significant main effect of Match in the verb�1 region (β= 41.91, SE= 12.51, t= 3.350,
p < .001), which was qualified by a Match × Test interaction (β= 38.56, SE= 17.69,
t= 2.180, p= .030). Follow-up analyses by test showed no significant effect of Match
for the pretest (β= 3.44, SE= 13.94, t= 0.247, p= .805, d= 0.08), yet a significant
effect of Match in the posttest (β= 41.73, SE= 10.50, t= 3.976, p < .001, d= 0.31).
Proficiency did not have any effect.

For present perfect verbs, there were no effects or interactions with Match for the
experimental group on any segment. For the control group, a marginal interaction
of Match and Proficiency obtained on the part�2 region (β= 32.85, SE= 16.93,
t= 1.940, p= .053). Follow-up analyses according to a median split yielded no sig-
nificant effects of Match in either the pretest or the posttest.

In sum, whereas neither group showed reading-time differences for present per-
fect verbs, the experimental group demonstrated a significant effect of Match in the
posttest for the verb�1 region for past tense verbs, showing a slowdown for past
tense verbs paired with a temporal adverbial denoting current relevance.

Discussion of Experiment 2

Experiment 2 investigated if exposure to sentences that illustrate the use of grammatical
tense in English with matching temporal adverbials leads L2 learners to become sensi-
tive to mismatches between temporal adverbials and grammatical tense inflection.

Figure 4. Experiment 2: Mean reading time differences (in ms) between match and mismatch condition by
verb tense and segment. Control group (n= 32).
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Table 7. Experiment 2: Reading times (in ms) and standard deviations in parentheses by time, verb tense, match, and group (n= 32 each)

Group Experimental group Control group

Tense Time Match Verb Verb�1 Verb�2 Verb�3 Verb Verb�1 Verb�2 Verb�3

Past Pretest Match 473 (153) 446 (109) 465 (143) 473 (143) 523 (153) 495 (140) 488 (128) 480 (126)

Pretest Mismatch 501 (177) 449 (119) 476 (164) 472 (129) 514 (170) 497 (146) 487 (143) 501 (165)

Posttest Match 393 (112) 360 (84) 385 (107) 395 (111) 411 (118) 400 (89) 395 (93) 396 (84)

Posttest Mismatch 401 (108) 402 (114) 397 (111) 404 (120) 437 (135) 414 (126) 395 (94) 406 (119)

Aux Part Part�1 Part�2 Aux Part Part�1 Part�2

Present Perfect Pretest Match 449 (133) 479 (170) 453 (131) 462 (136) 481 (130) 474 (124) 455 (108) 458 (106)

Pretest Mismatch 445 (122) 457 (135) 453 (112) 462 (139) 491 (143) 484 (134) 472 (139) 478 (129)

Posttest Match 372 (88) 388 (116) 369 (86) 385 (95) 409 (95) 397 (90) 379 (88) 395 (94)

Posttest Mismatch 377 (94) 398 (114) 383 (98) 385 (105) 411 (116) 400 (114) 396 (96) 409 (134)
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The pretest results replicate Roberts and Liszka (2013) in that L1 German learn-
ers of L2 English were not sensitive to tense mismatches in reading. Having read
informative sentences that illustrate the pairing of adverbials and verb tense in both
past tense and present perfect, the experimental group came to show slowdowns for
past tense mismatches in the posttest. Reading patterns in the control group did not
change at all from pre- to posttest. These findings confirm the hypothesis regarding
group differences between the experimental and the control group. However, adapta-
tion to the use of grammatical tense marking was selective to past tense mismatches in
the experimental group. Temporal adverbials like since last night gave rise to a predic-
tion for encountering a present perfect verb. When instead a past tense verb was
encountered, reading slowed down. However, the experimental group did not demon-
strate reading time differences for present perfect verbs, that is, a temporal adverbial
expressing complete past reference (e.g., last night) did not create a strong expectation
for a past tense verb, with present perfect being equally permissible.

It is likely that the selective adaptation effect reflects L1 properties. In German,
combining perfect tense verbs with an adverbial denoting a completed event in the
past is grammatical (Rothstein, 2008). It would appear that the exposure could only
partially sensitize learners to the constraints on temporal reference in English, and
L1 options persevered despite exposure to sentences that illustrate the mapping of
tense in the L2. Along these lines, the interactions with proficiency in the present
perfect sentences further suggest that target processing of mismatches in the present
perfect may only be mastered by more proficient learners.

Of note, the group differences in adaptation to past tense mismatches did not
translate into group differences in the cloze test and the acceptability judgment task
that tapped into explicit knowledge of tense. In both of these tasks, knowledge of
tense mismatches remained low, and the experimental group did not show an
advantage over the control group. This lack of transition of adaptation from online
to offline tasks may be a matter of degree in that more exposure would have been
necessary for offline performance to be affected; alternatively, implicit learning
through adaptation in comprehension may not feed into explicit knowledge (for
discussion, see Ellis et al., 2009). In all, the findings from Experiment 2 demonstrate
that learners can overcome L1-induced insensitivity to grammatical tense inflection
by adapting their processing after exposure to informative input.

GENERAL DISCUSSION
The present paper tested whether inflectional variability in adult L2 learners reduces
as a consequence of morphosyntactic adaptation to target input in two processing
experiments. Both experiments found interactions with Group bearing out that the
experimental group adapted to target processing patterns following systematic and
massed exposure to target input. In contrast, the control group, which received
exposure to comparable input that lacked systematic information about the target
structure, did not show adaptation.

In both experiments, learners in the experimental groups demonstrated selective
adaptation. In Experiment 1, adaptation was specific to case marking, and the experi-
mental group did not show attenuation of garden paths occasioned by the intransitive
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use of an optionally transitive verb across all conditions. In Experiment 2, adaptation
was particular to past tense mismatches, and the experimental group continued to be
insensitive to present perfect mismatches.

In both experiments, the results suggest that the parser extracted relevant infor-
mation from the input provided in the exposure phase to adjust its processing in the
posttest. As the input in the exposure phase did not duplicate the experimental
materials, it is unlikely that the targetlike processing of the experimental group
in the posttest reflects increasing practice with the sentences or low-level fre-
quency-driven learning. The lack of interactions with trial number in Experiment 1 sug-
gests that merely reading a number of experimental sentences did not lead to adaptation
in the L2 groups (see Kaan et al., 2019). Instead, more targetlike processing resulted
from the exposure phase which was designed to elicit prediction errors and flag correct
parses in the experimental group. The experimental sentences in the exposure phase of
Experiment 1 were designed for the parser to systematically experience prediction error
in that a potentially transitive verb was consistently not followed by an object.
Subsequently, the parser used the information that became available, that is, nominative
case marking on the pronoun, as evidence that clearly pointed to the target structure
(e.g., Fodor & Inoue, 2000; Hopp, 2006). In the absence of an informative cue flagging
prediction error and triggering reanalysis, the parser continued to be garden-pathed, as
can be seen in persistent garden paths for the implausible and plausible sentences (1d
and 1e) in the posttest.

In Experiment 2, the parser appeared to become sensitive to detecting tense mis-
matches in the past-tense condition after massed input illustrating relations between
temporal adverbials and tensed verbs. Once the experimental group had read the
sentences in the exposure phase, the group predicted an adverbial like since last
night to be followed by a present perfect verb; when it was followed by a past tense
verb instead, readers slowed down. Critically, the individual pairings of a past adver-
bial and past tense marking on verbs was apparently not sufficient to sensitize the
parser to these mappings. The control group received twice as many tokens of past
tense matches as the experimental group in the exposure phase; however, only the
experimental group became sensitive to past tense mismatches in the posttest. In
other words, the simple input frequency of matching adverbial-verb combinations
in past tense did not lead to target processing. Rather, it appears that the systematic
and discriminating use of tenses in the input provided to the experimental group,
that is, past tense versus present perfect, was a prerequisite for the parser to come to
predict relations between temporal adverbials and verb tense, and, in turn, to detect
past tense mismatches. In this regard, it was somewhat unexpected that the experi-
mental group did not come to make reading time differences in the present perfect
condition. We speculated that L1 mappings constrain adaptation. In these cases,
more exposure or higher proficiency, that is, more experience with target input
on part of the learners may be required for adaptation to occur. We leave these
issues for further research.

Irrespective of whether prediction and prediction error are the specific mecha-
nisms underlying the emergence of target processing in the experimental groups, the
present study extends previous findings on syntactic adaptation among native
speakers and L2 learners to the processing of inflection in sentence contexts.
Crucially, L2 learners do not only adapt their syntactic processing preferences
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(e.g., Arai, 2016; Beatty-Martínez & Dussias, 2018); rather, the present study
shows that L2 learners come to integrate inflection incrementally in L2 parsing
as a function of massed short-term exposure to target input. This study finds
adaptation across two different experimental methods, self-paced reading and eye track-
ing during reading, and two phenomena, suggesting that L2 morphosyntactic adapta-
tion is not method specific (see Yan, Farmer, & Jaeger, 2019) or particular to one type of
phenomenon. Future studies should aim to replicate these findings across different
tasks, other learner groups and extend it to other phenomena.

Finding such rapid L2 adaptation to inflection conflicts with the results on L2
syntactic adaptation in Kaan et al. (2019), in which L2 speaker did not adapt to
filled-gap constructions and clausal coordination. Even though there are many
differences between the studies in design and in the number of items, a crucial dif-
ference is that studies on syntactic adaptation investigate shifting processing pref-
erences between two parses of an ambiguous structure that differ in frequency. In
contrast, the present study tested adaptation to unambiguous target input by upping its
frequency through massed input. Clustered or blocked input as provided by the expo-
sure phase has been shown to effect faster and stronger adaptation than the same num-
ber of exposures that are distributed more widely (see Myslín & Levy, 2016). Such extra
blocked and unambiguous input adds to the experience learners have with the target
language in general, and it may provide critical tipping points for the parser to integrate
inflection. In any case, it will be fruitful to investigate potentially different signatures and
time courses of adapting to ambiguities versus adapting to the target use of inflection.

From an L2 perspective, the crucial issue, though, is whether adaptation in the
two experiments reflects implicit learning of inflection. According to error-based
implicit learning models, language users generate predictions about the input
and adjust these if they experience prediction errors (e.g., Dell & Chang, 2014).
According to belief-updating models (e.g., Jaeger & Snider, 2013), learners adjust
their probability computations as to how likely a structure is to occur if the input
does not match the priors. In both approaches, language users adapt to specific
structures and will continuously adjust their expectations if the input changes. In
several respects, these notions of implicit learning are different from the idea of
implicit learning espoused in approaches to L2 acquisition, which conceptualize
it as leading to relatively stable representations or knowledge that learners can call
upon in production and comprehension (e.g., Hulstijn, 2005). First, adaptation is
dynamic and malleable in that changes in the input can rapidly modulate expectations,
sometimes across a small number of trials (e.g., Henry et al., 2017; Hopp, 2016). Second,
adaptation effects are rather specific to the structures tested in the experiments. Since
users take multiple cues into account when predicting, for example, speaker identity
(Kamide, 2012), contextual and lexical information (Ryskin, Qi, Duff, & Brown-
Schmidt, 2017), the scope of adaptation to the target use of inflection in the two experi-
ments may be limited to the particular sentence contexts in which the participants
encountered case and tense marking, respectively. As a case in point, the adaptation
in reading times in the experimental group to past tense mismatches in Experiment
2 did not translate into an advantage of the experimental over the control group in
the cloze test and acceptability task. The lack of offline advantages may be due to differ-
ences in tasks (reading vs. judgments) or sentence contexts (reading vs. cloze test). In
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these respects, future studies should investigate possible transitions of online adaptation
in processing to offline performance in explicit tasks.

What’s more, Experiment 1 used the same verbs in the testing and the exposure
sessions. Although adaptation in Experiment 1 reflected the interaction of verb tran-
sitivity and the use of nominative case marking, it may be argued that the adaptation
effects partially index lexical rather than morphosyntactic adaptation (Kaan &
Chun, 2018b; Ryskin et al., 2017). Future research should gauge the degree of lexical
abstraction of morphosyntactic adaptation and its potential interactions.

Moreover, we need research on how morphosyntactic adaptation interacts with
L2 proficiency. On the one hand, lower proficiency learners with less exposure to the
target language may have less entrenched nontarget L2 processing, experience
greater prediction error, and thus adapt faster than higher proficiency learners when
exposed to massed target input; on the other hand, higher proficiency learners may
be more targetlike in L2 processing to begin with, so that they require less additional
exposure to adapt.

In addition, the study found adaptation in a pre-/posttest design within a single
lab session. Therefore, it cannot speak to the extent to which adaptation effects per-
severe in the long run and whether they generalize beyond the lab context. Since
language users adapt to context (Kaschak, Kutta, & Coyle, 2014) and speaker-
specific input distributions (e.g., Kroczek & Gunter, 2017), generalization of adap-
tation observed in lab experiments beyond the testing situation cannot be taken for
granted and needs to be tested. Finally, the study was restricted to L1 German learn-
ers of English, and it will be useful to explore adaptation in cross-linguistic compar-
isons to investigate how L1–L2 differences interact with adaptation.

Despite these many open issues, the study nevertheless yields some initial evi-
dence to show that morphosyntactic adaptation attenuates inflectional variability
in L2 learners by occasioning targetlike processing following massed exposure.
Finding such morphosyntactic adaptation among adult L2 learners has implications
for research on L2 processing.

First, rapid adaptation to target use of inflection in L2 processing casts doubt on
claims that processing data afford direct insights into grammatical representation of
L2 learners (e.g., Clahsen & Felser, 2006). As (L2) processing is adaptive to short-
term changes in the input, parsing data do not allow straightforward inferences
about grammatical representations. In particular, approaches to inflectional vari-
ability in L2 acquisition that partially rely on processing data to argue that L2 learn-
ers lack morphosyntactic representations (representational deficit approaches; e.g.,
Hawkins & Chan, 1997; Tsimpli & Dimitrakopoulou, 2007) need to accommodate
effects of adaptation, that is, changes in sensitivity to inflection. If anything, finding
that L2 learners can adapt to target uses of inflection in L2 processing presupposes
or entails some form of grammatical representation according to formal approaches
to L2 acquisition.

Second, adaptation opens a new perspective on comparisons between native and
nonnative processing. So far, L2 processing has investigated differences in the types
or timing of grammatical knowledge applied in real-time sentence comprehension
by L2 learners (Clahsen & Felser, 2018; Cunnings, 2017). In addition, it will be inter-
esting to examine whether L1 and L2 processors adapt similarly to changes in the use of
grammatical information in the input. Such a perspective inherently entails a shift in
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focus from one-time snapshots of L2 processing toward L2 development and can thus
link up L2 processing research more closely with research on L2 acquisition.

In this vein, studies on adaptation in L2 sentence processing may also pave the
way toward cross-disciplinary exchanges between research in L2 sentence process-
ing, on the one hand, and studies on incidental learning in L2 acquisition (e.g.,
Rebuschat & Williams, 2012) as well as research on differences between implicit
versus explicit learning (e.g., Ellis et al., 2009), on the other hand. In conclusion,
the study of morphosyntactic adaptation holds promise to link processing directly
to acquisition and learning. Future research should gauge the scope of adaptation in
L2 processing across different phenomena and its potential to account for L2 devel-
opment and possible fossilization in processing terms.

Supplementary material. To view supplementary material for this article, please visit https://doi.org/10.
1017/S0142716420000119
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NOTES
1. Note that the pronouns in the exposure phase were deliberately designed to be coreferential with a pre-
vious noun phrase in the sentence. This way, they differed from the pronouns in the pre- and posttest that
were not coreferential with the subject of the adjunct clause. Any potential adaptation effects in the posttest
could thus not result from participants getting used to the nonanaphoric use of personal pronouns.
Moreover, the input to both the experimental and the control group was matched in terms of the anaphor-
icity of the pronouns, so that any between-group differences in the pretest must reflect the formal properties
of the pronouns, for example, case marking, rather than their interpretive properties.
2. Following Kaan et al. (2019), we also ran the models on log-transformed reading times (natural log), and
we obtained comparable adaptation effects between pretest and posttest that were limited to the case com-
parison and the experimental group. In addition, the critical interaction between Test and Group for the
pronoun condition also became significant (β= 0.18, SE= 0.08, t= 2.375, p= .018), underscoring that the
group differences remain when the skewedness of the data distribution is adjusted for.
3. The models for log-transformed reading times showed similar effects for past tense verbs, that is, they
yielded a marginal interaction of Group and Test (β= 0.07, SE= 0.04, t= 1.821, p= .069) for the verb
region and, for the verb�1 region, significant interactions of Group and Match (β= 0.08, SE= 0.04,
t= 2.051, p= .041) and Match and Test (β= 0.08, SE= 0.04, t= 2.178, p= .029). For present perfect
verbs, the interaction of Match, Group and Proficiency on the verb�3 region became marginally significant
(β= 0.07, SE= 0.04, t= 1.740, p= .082). For the experimental group, the critical Match by Tense
interaction for past tense verbs in the verb�1 region was significant (β= 0.08, SE= 0.04, t= 2.234,
p= .026).
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