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On Indeterminate Updating of Credences
Leendert Huisman*

The strategy of updating credences by minimizing the relative entropy has been ques-
tioned by many authors, most strongly by means of the Judy Benjamin puzzle. I present
a new analysis of Judy Benjamin–like forms of new information and defend the thesis
that in general the rational posterior is indeterminate, meaning that a family of posterior
credence functions rather than a single one is the rational response when that type of in-
formation becomes available. The proposed thesis extends naturally to all cases in which
new information is traditionally handled by minimizing the relative entropy.

1. Introductory Overview. In the Bayesian approach to rational delibera-
tion (e.g., Howson and Urbach 1993; Jaynes 2003; Joyce 2009), an agent
indicates how strongly she believes a certain statement by giving that state-
ment a credence between 0 and 1. The closer to 1 this credence is, the more
strongly the agent considers the statement to be true. In this approach, cre-
dences behave like probabilities and are updated when new information be-
comes available. Consider then the following story (van Fraassen 1981, 376–
77):
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[Judy Benjamin] enters the army and during war games, she and her patrol
are dropped in a swampy area which they have to patrol. . . . The war
games area is divided into the region of the Blue Army, to which Judy
Benjamin and her fellow soldiers belong, and that of the Red Army. Each
of these regions is further divided into Headquarters Company Area and
Second Company Area. The patrol has a map which none of them under-
stands, and they are soon hopelessly lost. Using their radio they are at one
point able to contact their own headquarters. After describing whatever
they remember of their movements, they are told by the duty officer “I don’t
know whether or not you have strayed into the Red Army territory. But if
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you have, the probability is 3/4 that you are in their Headquarters Company
Area.” At this point the radio gives out.
How should Judy Benjamin update her credences, in particular, her credence
that she has landed in the Blue Army’s area?

In classical Bayesianism, the only type of new information for which
updating is defined is that which makes the agent become certain of some
proposition, say E. If Cr0 indicates the agent’s prior credence, the credence
before the new information became available, and Cr her posterior cre-
dence—that is, the credence obtained by updating her prior credence—then

Cr :ð Þ ¼ Cr0 :jEð Þ: ð1Þ
This form of updating is also known as Bayesian Conditionalization. It was
extended by Jeffrey (1983) to include new information that would make the
agent assign precise credences to the members of a partition, a set of state-
ments of which not more than one can be true and of which exactly one
must be true. If we indicate this partition by {Bi}, where Bi is an arbitrary
member of the partition, then, according to Jeffrey,

Cr :ð Þ¼ oCr0 :jBið ÞCr Bið Þ; ð2Þ
in which {Cr(Bi)} is the new information. This form of updating is often
referred to as Probability Kinematics and, formally, includes Bayesian Con-
ditionalization. The accompanying information, the set {Cr(Bi)}, will be re-
ferred to as Jeffrey information.

The information that Judy Benjamin receives, however, does not seem to
have either of these forms. It is not some proposition that she is made aware
of, nor is it a posterior credence function on the members of a partition. In-
stead, what she is told is the posterior value of a specific conditional cre-
dence. No generally accepted rule for updating credences upon the acqui-
sition of that type of information is available. One that has been vigorously
defended by some (e.g., Shore and Johnson 1980; Williams 1980) is mini-
mization of the relative entropy:

oCrðLÞln CrðLiÞ
Cr0ðLiÞ; ð3Þ

subject to one or more constraints representing the new information. The
set {Li} is the coarsest relevant partition, and the constraint in Judy Ben-
jamin’s case is the value of a posterior conditional credence.

Uffink (1995), however, has shown that the arguments in favor of mini-
mizing the relative entropy are not convincing, and van Fraassen (1981),
with his Judy Benjamin story, has shown that minimizing the relative en-
tropy can, in fact, lead to counter-intuitive if not outright implausible results.
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Let ‘B’ indicate ‘I am in the Blue Army’s area’, ‘H’ ‘I am in a headquarters
area’, and ‘S’ ‘I am in a second company area’. Finally, let ‘:B’ stand for
‘not B’. Judy’s credences before she received the radio message were Cr0(B)
= 0.5 and Cr0(H&:B) = Cr0(S&:B) = 0.25. The new information amounts
to Cr(H|:B) = 0.75. What, for her, is now Cr(B)? Minimizing the relative
entropy gives Cr(B) = 0.533, but that is rather counter-intuitive, for why
would information about where in the Red Army’s area she has landed,
assuming that she has landed in that area, give information about whether she
has landed in that army’s area? And, assuming that it does give some in-
formation, whywould it make her increase her credence in not having landed
in that area? In fact, minimizing the relative entropy will make her raise her
credence for having landed in the Blue Army’s area, no matter what value of
Cr(H|:B) she is given. That result is implausible and led van Fraassen to
comment: “It is hard not to speculate that the dangerous implications of being
in the enemy’s headquarters area, are causing Judy Benjamin to indulge in
wishful thinking” ð379Þ.

Van Fraassen, Hughes, and Hartman (1986) proposed several alternatives
to updating by minimizing the relative entropy and demonstrated that all of
them have the same counter-intuitive consequence as minimization of the
relative entropy and that none of these alternatives is clearly preferable over
the others. Grove and Halpern (1997) suggested that the problem be em-
bedded in a larger space in which one can conditionalize on the conditional
credence. Even though they do obtain the plausible answer that Judy’s cre-
dence in having landed in the Red Army region does not change, this ap-
proach still has serious problems. It is unclear whether it can easily be ap-
plied to more complex Judy Benjamin–like problems, and it introduces the
new problem of having to choose a prior credence function in the larger
space.

Douven and Romeijn (2011) proposed a minimization procedure that
produces the intuitively correct answer in the Judy Benjamin case but which
has severe drawbacks in other situations. It corresponds, in fact, to Adams
conditioning (Bradley 2005) in which the credence in the antecedent is as-
sumed not to change. This may be a correct assumption in some situations
but is clearly not tenable in others. Furthermore, Douven and Romeijn’s
arguments in favor of Adams conditioning, even in the context of the orig-
inal Judy Benjamin problem, are not convincing. It seems plausible that, in
the Judy Benjamin story as told by van Fraassen, Judy has little reason to
alter her credence in being in the Blue Army’s area because all she learns is
where she is likely to be if she is in the Red Army’s area. But in that version
her prior credence in being in any of the four possible regions is the same; she
is equally convinced that she will land in a headquarters region as that she
will land in a second company region. What would happen if her prior be-
liefs were different?
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Consider, for example, the scenario in which Judy’s prior credence in
having landed in some headquarters region is very low. For example, the
training intentionally included a low and known probability of being dropped
off in a headquarters region. When she then learns that, if she has landed in
the Red Army’s area, she is most likely to find herself in that army’s head-
quarters region, it seems more plausible for her to lower her credence for
having landed in that army’s area. Keeping it the same, after all, would imply
that it is more likely than not that she has landed in the headquarters region
of some army, and that consequence is contradicted by the training param-
eters. Contra Adams conditioning, therefore, her credence in having landed
in the Red Army’s area may very well change, depending on her prior cre-
dences and the new information she receives. The second scenario (low prob-
ability of landing in a headquarters region) leads to a lowering of her cre-
dence that she has landed in the Red Army’s area, which is exactly what
minimizing the relative entropy predicts.

But it is not just changing prior credences that can lead us away from
Adams conditioning or minimizing the relative entropy. It is easy to con-
struct stories that are structurally similar to that of Judy Benjamin and that
have identical prior credences but in which the credence in the antecedent
clearly changes upon receiving information that is analogous to that which
Judy receives. Consider the following story:
5 Publ
Harry has learned that his friendTomhas beenoffered a new job.Harry knows
little about the job other than that it will require relocation to either theWest
Coast or the East Coast. Harry knows that Tom is also interested in moving
west (they now live in Cleveland), and getting a new job may interfere with
thoseplans.Infact,he thinksthatTom,beingyoungandadventurous,mayvery
well give up his present job even without finding a new one, move west, and
hope to find a job there. Harry has a credence of 0.5 that Tomwill move west
soon (within a year) and a credence of 0.5 that Tomwill accept the new job. He
then learns from Sue, a mutual friend, that the odds are 3 to 1 that Tom will
have tomove to San Francisco if he accepts the job offer. Harry’s credence that
Tom will accept the offer now immediately increases.
I think it is uncontroversial that Harry’s credence that Tom will accept the
job offer increases when he learns from Sue that Tom might have to move
west if he did accept the offer, for moving west is something he was think-
ing of doing anyhow. So Adams conditioning will not do. But minimizing
the relative entropy will not do either because Harry’s credence in the an-
tecedent, that Tom will accept the job offer, increases rather than decreases
as minimizing relative entropy would predict. Not that the latter update tech-
nique is always wrong. If Sue had told Harry that the job offer comes with a
3-year commitment in New Jersey, Harry’s credence that Tom will accept
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the offer would have gone down, which is in agreement with minimization
of the relative entropy.

The job story and the Judy Benjamin story are structurally the same be-
cause we can map “being in the Red Army’s” territory on “accepting the
job offer” and “being in a headquarters area” on “moving west,” which will
maintain all the (conditional) credences. They are not the same in all re-
spects, however, and the question may arise whether the difference in the
change in the credence of the antecedent can be explained by these non-
structural differences. For one thing, the Judy Benjamin story is indexical:
Judy does not know where she is. That difference cannot explain the dif-
ference in doxastic behavior, however, because the story could have been
told from the viewpoint of an observer in the Blue Army’s area who is able
to listen to the radio communications between Judy and the duty officer. His
credences concerning Judy’s location are not indexical, but the same analy-
sis can be given for his posterior credence that she is in the Blue Army’s
area as for Judy’s credence that she is in that area, with the same implausi-
ble result if minimization of the relative entropy is used. A more important
difference is that Judy’s posterior credence concerns where she is, which is
an already established fact: she is where she is, but she does not know where
that is. In the job offer story, however, the relevant posterior credence con-
cerns whether Harry will accept the job offer and when he will move west,
the answers to which lie in the future and depend on Harry’s desires. Even
though this difference is real, the simplistic rule to use Adams conditioning
in the first case and something else in the second case cannot be valid be-
cause Adams conditioning is wrong in the Judy Benjamin case after a minor
change in her prior credences, while Tom’s posterior credence that Harry
will accept the job offer can go both up and down, depending on the details
of the job offer. It does not seem from these two examples and the minor
variations in the two examples, therefore, that the choice of which mecha-
nism to use to determine posterior credences is tied in any simple way to the
details of the story.

The Judy Benjamin story by itself has, of course, only limited value, but
it can be generalized to a new type of information that is not of the Bayesian
type (one that is suitable for Bayesian Conditionalization) or of the Jeffrey
type (suitable for Probability Kinematics). I refer to this new type of infor-
mation as Judy Benjamin information. It consists of a set {Cr(Bi|A)} of con-
ditional credences, with {Bi} a partition and A some statement for which
Cr0(A) does not vanish. The essential difference between Judy Benjamin
type of information and Jeffrey type of information is that the former re-
quires the values of conditional credences pertaining to some partition rather
than absolute credences. The central lesson coming out of the Judy Benja-
min example is that minimizing the relative entropy is not likely to be the
correct way of updating credences in the general case involving Judy Ben-
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jamin type of information. This point has been confirmed subsequently by
various other authors (most recently by Douven and Romeijn 2011).

I should point out, however, that van Fraassen (1989, chap. 13.6) does
not seem to see it that way. In his opinion, maximizing the entropy or min-
imizing the relative entropy is generally valid, at least when the new infor-
mation consists of expectation values of random variables, which class in-
cludes that of the Judy Benjamin variety. That that update method gives
strange results in the Judy Benjamin case is, if I understand him correctly,
not sufficient reason for him to abandon it. He does allow, however, for a
nonunique answer to the Judy Benjamin problem. Moreover, the result that
Judy’s credence of being in the Red Army’s region decreases has been ar-
gued to be correct by Lukits (2014).

Minimizing relative entropies is not appropriate in the original Judy Ben-
jamin story, and using some other update mechanism, such as Adams con-
ditioning, is inappropriate when some of the details of the Judy Benjamin
story are changed. A single update mechanism when Judy Benjamin type
of information becomes available will, therefore, not do. But, Adams con-
ditioning seems, intuitively, to be the correct way of updating credences in
the original Judy Benjamin story, and updating by minimizing the relative
entropy undoubtedly gives the intuitively correct results in some other sce-
narios, showing that both seem to be appropriate in at least some scenarios.
What seems to be more promising, therefore, is a function that maps each
specific scenario with Judy Benjamin type of information to a specific up-
date mechanism. In other words, what might be required is a family of up-
date mechanisms and a function that maps the set of Judy Benjamin type
of scenarios into this family of update mechanisms.

I present a plausible family of update mechanisms in section 2, but find-
ing an associated function that maps Judy Benjamin–type problems into
this family is less straightforward. In fact, I argue in section 3 that no such
function is likely to be found, at least when we demand that it maps each
specific problem onto a single update mechanism. I argue, instead, that the
best we can do is to have such a function map Judy Benjamin–type prob-
lems onto subsets of update mechanisms—even, in some cases, onto the
whole family of mechanisms. We may consider a subset having more than
one member a consequence of our limited semantic sophistication when con-
fronted with Judy Benjamin–type problems, but, as I further argue, it may
also be an inevitable consequence of the nature of such problems in the sense
that no increase in semantic sophistication will reduce the subsets to sin-
gletons—in other words, that Judy Benjamin–type problems may lead by their
very nature to indeterminate posteriors.

This conclusion has obvious relevance for the general problem of how to
update credences when new information, of any type, becomes available.
That is, it addresses the core of Bayesianism, the idea that the strengths of
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our beliefs can be modeled by probability-like credences and that the effect
new information has on those credences is a determinate update from one
credence function to another. The argument alluded to in the previous par-
agraph indicates that, unlike the severely constrained case of Jeffrey type of
information, more general forms of new information lead to posterior cre-
dence functions that are, practically or constitutionally, indeterminate. I re-
turn to this point in section 4. It answers more fully van Fraassen’s original
concern: whether minimizing relative entropies is always the correct way
of updating credences upon the acquisition of new information, and, if not,
what should take its place. Van Fraassen had already indicated that the an-
swer to the first question is negative (but not in his later work [van Fraassen
1989]; see previous comments). The conclusion of this article is that no
other single update mechanism will do either and that, for general forms of
new information, including Judy Benjamin type of information, updating
credences may produce indeterminate posteriors.

2. A Universal Family of Update Mechanisms. In this section, I present a
family of possible mechanisms for updating credences when confronted with
Judy Benjamin type of information. I focus on the posterior credence of the
(negation of the) conditioning statement.

Let {Bi} be a partition, A such that Cr(A) > 0, and {Cr(Bi|A)} the set of
newly acquired posterior credences of the members of the partition. Unless
otherwise mentioned, the partition has n members, and I assume through-
out this article that the prior credences of the members of the partition are
nonzero. The posterior conditional credences are nonnegative and sum to 1.
How {Cr(Bi|A)} is obtained is not part of the update process. It is presum-
ably conveyed to the agent by means of conditional statements and may
involve odds ratios, conditional credences, and the like. Interpreting condi-
tional statements is notoriously difficult, and I assume that the information,
in whatever form it was given originally, has been translated correctly to
the set {Cr(Bi|A)}. New information of the Judy Benjamin type is similar
to Jeffrey information, be it that the former is based on the partition {:A,
B1A, . . . , BnA} rather than the partition {Bi}. The new credences of the
membersof the former partition are given by Cr(:A), and Cr(BiA) = Cr(Bi|A)
(1 2 Cr(:A)), with Cr(:A) unknown.

A powerful way of determining posterior credences is by minimizing
some functional of the prior and posterior credences under appropriate con-
straints, with this functional having the property that it is minimal when prior
and posterior credences are the same. Shore and Johnson (1980) have stud-
ied plausible properties that any such functional should have, and Uffink
(1995) showed that their axioms are met by the members of the family of
a-divergences Ua(Cr, Cr0) (also referred to as Rényi relative entropies), de-
fined as
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UaðCr; Cr0Þ ¼D

sgnðaÞ
a� 1

ln
�
oCr0ðLiÞrðLiÞa

�
; ð4Þ

in which the sum is taken over the members of the coarsest relevant partition
({Li}), and

rð:Þ ¼D

Crð:Þ
Cr0ð:Þ: ð5Þ

If Cr0(Li) = 0 for some i, Ua is infinite (and, therefore, not a minimum) unless
(a) Cr(Li) vanishes as well and (b) r(Li) is assumed to be finite. The family of
a-divergences will be indicated by F. Clearly U0(Cr, Cr0) = 0 and does not
correspond to a usefully minimizable functional. We will see that it can be
taken to correspond to Adams conditioning. The case of a = 1 is more
interesting. It is not defined directly by equation (4), but, by taking the limit of
a going to 1, we find the relative entropy (eq. [3]).

Divergence Ua(Cr, Cr0) has a number of attractive features, in addition
to meeting the Shore and Johnson axioms. First, it includes the relative en-
tropy, as we already saw. Second, it is nonnegative and equal to zero if and
only if Cr(Bi) = Cr0(Bi) for all members of the partition because x12a is a
concave function of x for 0 < a < 1 and a convex one otherwise. Third, Ua

(Cr, Cr0) reproduces Probability Kinematics when Jeffrey type of infor-
mation becomes available. This crucial property can be demonstrated eas-
ily and completely generally. Consider an arbitrary statement E for which
we want to determined the posterior credence: E gives rise to the partition
{EB1, . . . , EBn, :EBi, . . . , :EBn}. We proceed by minimizing Ua(Cr, Cr0)
for this partition with the Jeffrey constraint

Cr EBið Þþ Crð:EBiÞ ¼ Cr Bið Þ ð6Þ

and known {Cr(Bi)}. Equation (4) becomes

UaðCr;Cr0Þ ¼ sgnðaÞ
a� 1

ln
�
oCr0ðEBiÞrðEBiÞa þoCr0ð:EBiÞrð:EBiÞa

�
:

ð7Þ
Note that r(EBi) = Cr(Bi)Cr(E|Bi)/Cr0(EBi) and r(:EBi) = Cr(Bi)(1 2 Cr(E|
Bi))/Cr0(:EBi) and that the members of {Cr(E|Bi)} can be varied indepen-
dently in [0, 1]. Since both Cr0 and {Cr(Bi)} are known and fixed, mini-
mizing Ua is accomplished by minimizing it with respect to each Cr(E|Bi).
This leads to r(EBi) = r(:EBi), or Cr(E|Bi) = Cr0(E|Bi). The matrix of second
derivatives is easily shown to be positive and definite. The equality between
Cr(E|Bi) and Cr0(E|Bi) is called rigidity and is a consequence of the partic-
ular form of Ua. Equation (2) follows immediately because Jeffrey Condi-
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tionalization can be proven when rigidity is assumed (Diaconis and Zabell
1982).

With a Judy Benjamin constraint, the appropriate partition is {:A,
B1A, . . . , BnA}, and {Cr(Bi|A)} is given. I restrict the analysis to the case
that Cr0(BiA) > 0 for all i. To simplify subsequent expressions, I abbrevi-
ate Cr0(Bi|A) by pi and Cr(Bi|A) by qi: qi is known and positive for each i,
and qi = 1. The Judy Benjamin constraint becomes Cr(BiA) = qi(1 2 Cr
(:A)) for i = 1, . . . , n, with Cr(:A) unknown. We proceed as follows. We
first determine Cr(:A) by minimizing Uawith the underlying partition {:A,
B1A, . . . , BnA}. Equation (4) becomes

UaðCr;Cr0Þ ¼ sgnðaÞ
a� 1

ln
�
oCr0ð:AÞrð:AÞa þ oCr0ðABiÞrðABiÞa

�
: ð8Þ

Minimizing with respect to Cr(:A) leads to the equation r(:A) = r(A)D
with

Da�1 ¼ D o qi

� qi

pi

�a�1

: ð9Þ

The final result is

Crð:AÞ ¼ Cr0ð:AÞD
1� Cr0ð:AÞ þ Cr0ð:AÞD: ð10Þ

Equation (10) will be referred to as the Judy Benjamin equation. Clearly,
when a = 0, D = 1, and Cr(:A) = Cr0(:A). As we saw before, U0 is constant
and, therefore, not suitable for minimization, but we can replace that mem-
ber of the family of a-divergences with Adams conditioning. When a = 1, we
need to take the limit of a going to 1, and find lnD ¼ oqilnðqi=piÞ.

Once Cr(:A) has been determined, the credences of all the members of
the partition are known, but then we are back at a standard Jeffrey problem,
for which the solution is

Crð:Þ ¼ Crð:AÞCr0
�
:j: A

�
þ CrðAÞoCr0

�
:j: ABi

�
qi; ð11Þ

for the calculated value of Cr(:A). Note the extreme simplicity of the re-
sult: when determining a posterior distribution for Judy Benjamin type of in-
formation by minimizing an a-divergence, we find Jeffrey Conditionalization
again. The input that drives the update is {Cr(Bi|A)}, and Cr(:A) is obtained
from the Judy Benjamin equation. All a-divergences produce a Jeffrey Con-
ditionalization result; they differ only in their values of Cr(:A).

In general, the Judy Benjamin equation requires a simple calculation once
D is known. The question now is how Cr(:A) varies when a is varied. First,
note that D is nonnegative and equal to 1 when a = 0. Second, Cr(:A) is
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a monotonically increasing function of D, and, therefore, we need to de-
termine only how D varies with a. Third, D is a continuous monotonically
increasing function of a. For a > 1, this follows immediately from the Höl-
der inequality. For a < 1, define C = 1/D and write C1�a ¼ oqiðpi=qiÞ1�a.
Finally, the derivative with respect to a at a = 1 exists and is positive. Con-
sequently, Cr(:A) is a monotonically increasing function of a as well: it is
less than Cr0(:A) when a is negative and larger than Cr0(:A) when a is
positive.

Because of the monotonicity of Cr(:A) as a function of a, the possible
values of Cr(:A) are bounded by their values for a = 2` and a = `. In
equation (9), the ratios qi/pi can take all values in (0, `). Let s be the index
of the smallest ratio and l that of the largest one. Note that qs/ps < 1 and
that ql /pl > 1 because qi = pi = 1. Let D2` and D` be the values of D for a =
2` and a = `, respectively. We find that D2` = qs/ps and D` = ql/pl. Fi-
nally, we have

Theorem 1. For any a-divergence and s and l such that qs/ps ≤ qi/pi ≤ ql/pl
for all i,

Cr0ð:AÞqs

Cr0ðAÞps þ Cr0ð:AÞqs

≤ Crð:AÞ ≤ Cr0ð:AÞql

Cr0ðAÞpl þ Cr0ð:AÞql

:

Both bounds are in [0, 1]. The lower bound is larger than 0 unless qs = 0,
and the upper bound is less than 1 unless pl = 0 (which is excluded by
assumption). When qs/ps and ql /pl both go to 1, that is, when qi goes to pi

for every i, the bounds become increasingly tight and, in the limit, become
equal to Cr0(:A).

These bounds naturally extend to bounds on Cr(ABi) = qiCr(A). To sim-
plify the notation, define ri = qi/pi. We find that

Cr0ðABiÞri
Cr0ðAÞ þ Cr0ð:AÞrl ≤ CrðABiÞ ≤ Cr0ðABiÞri

Cr0ðAÞ þ Cr0ð:AÞrs: ð12Þ

In contrast with the bounds on Cr(:A), which straddle the prior credence
Cr0(:A), for some indices, the bounds on Cr(ABi) exclude the correspond-
ing prior credence. In particular, the lower bound exceeds Cr0(ABi) when
ri 2 rl > Cr0(A)(1 2 rl), and the upper bound is less than Cr0(ABi) when
ri 2 rs < Cr0(A)(1 2 rs). Since rs < 1 < rl, we find that Cr(ABs) is less
than Cr0(ABs) and Cr(ABl) is larger than Cr0(ABl) for any a.

For the original Judy Benjamin problem, the range of possible credence
values of Cr(B) is [1/3, 3/5], as was already found by Uffink (1995). That
for Cr(:BH) is [3/10, 1/2], and that for Cr(:B:H) is [1/10, 1/6], neither
one of which contains the prior value 1/4. In other words, even though Judy’s
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credence that she is in the Red Army’s area might increase or decrease when
she gets the information from the duty officer, her credence that she is now
in the Red Army’s headquarters region definitely increases, and her credence
that she is now in the Red Army’s second company region definitely de-
creases.

3. Indeterminate Updating. Different members of the family of a-divergences
may lead to different posteriors in the Judy Benjamin case, but the correct
update rule for that problem should be found among the members of that
family. It would clearly be desirable to find the assumed single correct pos-
terior, but I argue in this section that such a result is not likely to emerge.
Instead, the correct solution is (a subset of ) the set of all posteriors pro-
duced by the family of rules. I now present and defend this new solution of
the Judy Benjamin problem and address some possible objections.

3.1. Vague Posterior Credences. In the preceding section, I presented
the purely mechanical part of updating by minimizing a-divergences. I
showed that this minimization produces a particularly simple result for Judy
Benjamin type of information. Upon receiving this information, the cre-
dence in :A increases or decreases, depending on which particular func-
tional was used. Unfortunately, there is little guidance in the literature for
how to choose the optimal functional. The relative entropy has many theo-
retical advantages (Williams 1980) but gives counter-intuitive results when
applied to the original Judy Benjamin problem (van Fraassen 1981; Sei-
denfeld 1986; van Fraassen et al. 1986); the inverse relative entropy (Joyce
2009; Douven and Romeijn 2011) leads to Adams conditioning (Bradley
2005) and may give a more plausible answer for that particular problem but
keeps the credence in :A unaltered, regardless of the prior credence func-
tion or {Cr(Bi|A)}.

But perhaps each individual case in which Judy Benjamin type of in-
formation becomes available requires its own functional. Additional infor-
mation that is present in each particular story (being dropped in overlapping
geographical regions in Judy’s story, Tom wanting to move west in the job
offer case) may suffice to determine which functional (different ones for
different stories) to minimize. To use that additional information, however,
would require it to be formalized in such a way that the determination be-
comes feasible. If such a capturing of additional information were possible,
one might imagine a catalog of different types of Judy Benjamin–like sce-
narios accompanied by a list of functionals, one functional for each item in
the catalog.

Such capturing of additional information is possible in many situations,
as, for example, when we receive the information that the match will be
canceled if it rains. Adams conditioning is now clearly the correct way to
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update one’s credences because our credence that it will rain should not be
changed by the information that a match will be canceled if it does. Never-
theless, I do not consider the construction of such a catalog and the cor-
responding list of functionals feasible in general, for a number of reasons.
First, there is little in the literature that suggests how to formally describe
these different types of additional details or, for that matter, whether such
a formal description even is possible. The canceled match story is special
because of the obvious lack of a link from the decision to cancel a match to
the occurrence of rain. Second, if such a formal description could be for-
mulated, the resulting catalog would be very large, to say the least, because
of the almost endless variety of added details that might influence the agent’s
posterior credences. The job offer stories provide just two examples of such
added details. In both stories, these details provide Harry with some infor-
mation about how likely it is that Tom will accept the job offer. That type of
additional detail can be varied indefinitely, with potentially different reac-
tions on Harry’s part.

Third, even if such a catalog could be constructed, that still does not tell
us what functionals to choose for the different items in the catalog. That
choice is already obscure for the job offer story, which has a fairly rich
background of details. What functional would have to be minimized when
no details are provided? For example, how would one handle the following
scenario?
5 Publ
Carla is an FBI agent assigned to monitoring a group of right-wing white
supremacists called the “White Vipers.”Membership of this group is only
partially known. Intercepted messages between members of the group of-
tentimes mention a person only known as “The Crusher,” but Carla’s team
does not know whether he is a member of the White Vipers, considered to
be a friend, or on their hit list. Recently, the team started to intercept mes-
sages alluding to the bombing of some government building. They do not
know which building is being targeted or when this bombing is supposed
to take place, and they are anxious to get more information. Then they in-
tercept a message stating that, if the bombing proceeds as planned, the odds
that The Crusher will be killed in the blast are 3 to 1.
What should now be Carla’s credence that the bombing will take place? Let
“A” stand for “the bombing will take place as planned” and “B” for “The
Crusher will be killed in the blast.” Carla really has nothing to go on. As far as
she knows, Cr(:A) could take any value after her team’s find. This scenario is
very different from the one in which Jeffrey type of information is supplied and
in which equation (2) can be used without any knowledge of the contents of any
of the Bi because, in that case, minimizing any a-divergence would lead to the
same result. In Carla’s case, however, different a-divergences might give differ-
ent results, and it is, therefore, important for her to know which one she should
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use. But how should she choose the appropriate functional? The relative entropy is
the preferred classical choice, but it would lead to an increase in Cr(:A) that might
be completely inappropriate if the White Vipers consider The Crusher to be an
enemy.Adams conditioningmight be a good choice too, but it would leaveCr(:A)
unaltered, which might be inappropriate as well. It might be easy to classify this
particular story and find its place in the hypothetical catalog, but assigning it the
appropriate functional to minimize will not be.

Fourth, we might consider a simpler catalog, one that has a small number
of categories such as “Cr(:A) is larger than Cr0(:A)” or “Cr(:A) is defi-
nitely not larger than Cr0(:A),” with “A” referring to the antecedent. A
handful would suffice to describe whether there is a difference between
Cr(:A) and Cr0(:A) and, if so, whether that difference is positive or nega-
tive. There might even be a category appropriate for Carla the FBI agent
when nothing is known about the difference between Cr(:A) and Cr0(:A).
But being able to extract the direction of the change does nothing for de-
termining the size of the change. For the latter, a specific functional needs
to be selected, which reintroduces the problem discussed in the preceding
paragraphs.

In the absence of a well-defined functional to minimize, the agent might
step back, consider F as a whole, and use theorem 1 to at least bound her
posterior credence in :A. These bounds are independent, after all, of what
particular functional was used. They produce a vague posterior credence,
of course, but the range determined by the bounds will contain the correct
credence appropriate to whatever details and nuances are contained in the
scenario the agent is confronted with. This response to a Judy Benjamin
problem assumes that there is a correct posterior credence, even though, at
present, we lack the semantic sophistication to fully determine it. Bounds
are then the best we can do, at least until we devise better tools. We could
even improve on the bounds if the story is such that an increase or a de-
crease in Cr(:A) can be excluded. In that case, the range of possible cre-
dences is bounded on one side by Cr0(:A), thereby improving the accuracy
of the estimate.

3.2. Indeterminate Posterior Credences. I would like to suggest, how-
ever, that this vagueness is constitutional of Judy Benjamin type of infor-
mation rather than due to present limitations of our logic tool set. The Judy
Benjamin problem is almost a Jeffrey problem because only one posterior
credence, that of :A, is missing. If it were available, the posterior cre-
dences of all the members of the partition {:A, AB1, . . . , ABn} would be
known, and we could use Probability Kinematics. In that case, there would
be no vagueness, even when considering all possible a-divergences, be-
cause they all give the same answer. This suggests that the Judy Benjamin
problem has incompletely specified information—for the purpose of up-
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dating credences, that is—and that we cannot expect a single well-defined
posterior credence—in other words, that the Judy Benjamin problem suffers
from being underdetermined rather than from vagueness. This being under-
determined is fundamental and is in fact suggested by the definition of a con-
ditional credence: CrðBijAÞ ¼ DCrðBiAÞ=CrðAÞ. If Cr(Bi|A) is not equal to
Cr0(Bi|A), the numerator or the denominator or both need to be changed.
Merely providing a new value for the conditional credence, however, does
not tell us which one of those possibilities is most appropriate. Any value for
Cr(:A) in [0, 1) can be assumed, with Cr(BiA) = qi(12 Cr(:A)) completing
the posterior credences of the members of the partition {:A, AB1, . . . ,
ABn}.

Rather than insist that we find a unique update procedure for this less
than Jeffrey type of information so we can construct a determinate poste-
rior credence for :A, we should accept that the Judy Benjamin information
is incomplete. The posterior credence Cr(:A) is missing and the appropriate
response is to assume that it can take any value within whatever bounds we
can establish. We should determine, therefore, all possible posteriors that are
compatible with the information that has been provided, but with the addi-
tional requirement that they be obtained through rational means of updating.

To be precise, let K be the set of possible values of Cr(:A), given the
prior credence Cr0 and the Judy Benjamin information {Cr(Bi|A)}. The set
K = [l, u], in which l and u are the bounds established in theorem 1. It
contains Cr0(:A), as we have seen. If we accept, as I propose we should,
that the Judy Benjamin problem has no determinate posterior credence func-
tion, then it behooves us to accept

Postulate 1. The posterior for Judy Benjamin type of information is the
set of all credence functions defined by equation (11) with Cr(:A) in (a sub-
set of )K.

The posterior for a Judy Benjamin problem as a set of credence functions
is very similar to the indeterminate credences proposed by, for example, Levi
(1974) and defended more recently by Joyce (2010) and Hájek and Smith-
son (2012). There is an important difference between the two proposals,
however, Levi and Joyce advocate the set of credence functions that are com-
patible with whatever constraints are available, augmented perhaps with some
other principles that are deemed to be appropriate. That set would be consid-
erably larger than the one proposed in postulate 1 because any value of Cr
(:A) in [0, 1) would lead to an acceptable credence function if compatibil-
ity with the Judy Benjamin constraints was the only standard. I propose in-
stead that we limit ourselves to those credence functions that can be obtained
by a rational update procedure from the prior credence function and the avail-
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able information. If a rational update procedure corresponds to minimiz-
ing an a-divergence, then that means choosing Cr(:A) from K, rather than
from [0, 1).

The proposal has a variety of arguments in its favor. First, it is certainly
the epistemologically most prudent answer in the case of Carla, the FBI
agent. Carla knows nothing about the identity of The Crusher or the date
and target of the bombing. When she learns that Cr(B|A) = 3/4, she has no
reason to suspect that her credence in :Awill increase rather than decrease.
The best she can do is consider all possible ways of determining the pos-
terior credence function for all a-divergences. She will not arrive at a unique
value for Cr(:A), but, at least, her posterior credence will not out-infer her
available evidence.

Adding details to the story will not diminish the strength of this argu-
ment. Such additional details may reduce the set of possible values of Cr
(:A) fromK to some subset ofK and may even lead to a subset with a single
member (as in the canceled match story). Harry’s story, however, is not in
that category. It seems plausible that Harry’s credence that Tom will accept
the job offer increases, but that does not give Harry sufficient information to
choose a unique divergence to minimize. Choosing any specific divergence
would out-infer Harry’s evidence, even though the details in the story are
specific enough to exclude divergences that can only decrease Cr(A) (such
as the relative entropy).

Second, the Judy Benjamin posterior set will, in general, have more than
one credence function, but this set will still be useful because, indeterminate
as it is, it has a number of nontrivial properties similar to those that are as-
sociated with Probability Kinematics. To make such a comparison mean-
ingful, we first have to establish what is meant by a property of a poste-
rior that happens to be a nontrivial set of credence functions. I indicate
the posterior set by Cr and the prior set (which consists of just the prior
credence Cr0) by Cr0. The set Cr is then said to have a certain property
if all of the credence functions it contains have that property (Levi 1974;
Joyce 2010). All the properties listed below follow immediately from the
construction of Cr, that is, from applying Jeffrey Conditionalization with
Cr(:A) ranging over the members of K.

1. Cr(Bi|A) is as stipulated in the Judy Benjamin information; that is,
the posterior set meets the goals set by the Judy Benjamin problem.

2. If Cr(Bi|A) = Cr0(Bi|A) for all i, then Cr = Cr0.
3. If Cr0(E) = 1, then Cr(E) = 1; if Cr(:A) > 0 and qi > 0 for all i, then

Cr(E) > 0 if Cr0(E) > 0.
4. If Cr0(C|D) = 1, then Cr(C|D) = 1 for all C and D such that Cr0

(D) > 0.
86/677955 Published online by Cambridge University Press

https://doi.org/10.1086/677955


552 LEENDERT HUISMAN

https://doi.org/10.1086/67795
5. If E is independent of the basic partition under Cr0 (i.e., if Cr0(E|:
A) = Cr0(E|ABi) = Cr0(E) for each i), then E is also independent of
that partition under Cr, and Cr(E) = Cr0(E).

The first, third, and fourth properties follow immediately from equation (11).
The fifth one is an immediate consequence of rigidity. The second property
implies that, if the Judy Benjamin information is such that nothing new is
learned, the posterior equals the prior, which was already mentioned in sec-
tion 2. The third property guarantees that the Judy Benjamin posterior will
have all the certainties that were present in the prior and that it will not have
additional certainties unless they were forced on it by the Judy Benjamin in-
formation. The final two properties imply that doxastic implications and in-
dependence are preserved. Note, however, that there is a limit to the extent
to which independence is preserved. It need not be true that, if D and E are
independent under Cr0, they are also independent under Cr.

3.3. Some Possible Objections. I next consider some possible objec-
tions to this account. First, it is unclear why rational ways of determining
solutions to the Judy Benjamin equation should be restricted to minimizing
a-divergences or, for that matter, minimizing functionals at all. Minimiz-
ing functionals is plausible because the new information comes in the form
of constraints on the posterior credence function, and it is then reasonable
to look for such functions that (a) meet the constraints and (b) are other-
wise not too far away, in some sense, from the prior credence function. I
defended the use of the family of a-divergences when I introduced them,
but there might be other suitable families of update mechanisms. Uffink
(1995) has shown that only a-divergences will meet the Shore and Johnson
axioms, but, of course, that argument is only as strong as the justification of
those axioms. But even if another family would turn out to be more ap-
propriate, it is not implausible that the same results would emerge. After all,
the sole role of the members of the family is to determine Cr(:A). Once that
value has been determined, calculating the posterior credence functions just
uses Probability Kinematics. The sole role of the family as a whole is then
only to given bounds on the possible values of Cr(:A).

That this consideration is not mere speculation is demonstrated by the
family of f-divergences (Ali and Silvey 1966; Csiszár and Shields 2004):

Uf ðCr; Cr0Þ ¼D oCr0ðLiÞf
�

CrðLiÞ
Cr0ðLiÞ

�
; ð13Þ

in which the kernel f is a nonnegative function on (0, `) with an everywhere-
defined, continuous, and monotonically increasing derivative g and is such
that f(1) = g(1) = 0. Minimizing members of this family is a plausible way of
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obtaining posterior credence functions because many f-divergences have been
proposed and studied in the literature as measures of distance (Liese and
Vajda 2006) between different probability functions. Some examples are
the relative entropy ðfðxÞ ¼ xlnðxÞ � xþ 1Þ and the inverse relative entropy
ðfðxÞ ¼ �lnðxÞ þ x� 1Þ used by Douven and Romeijn (2011) to effect
Adams conditioning.1 Others are the Hellinger distance ðfðxÞ ¼ √

—ðxÞ �1Þ2Þ
and the Kagan distance (f(x) = (x 2 1)2/x). Furthermore, since g is mono-
tonically increasing and equal to 0 when its argument is equal to 1, f has a
minimum in (0, `) only when its argument is equal to 1. This minimum is
set to 0 by requiring that f(1) = 0. Consequently, Uf is nonnegative and
equal to 0 only when Cr(Bi) = Cr0(Bi) for all i. Finally, Uf gets penalized,
so to speak, increasingly severely for increasing deviations of Cr from Cr0
because f is a convex function of x.

This family is different from that of the a-divergences. Nevertheless, the
conclusions that can be drawn from both families are practically the same. If
the new information is of the Jeffrey type, Probability Kinematics results,
regardless of which f-divergence was used. The Judy Benjamin equation
for the calculation of Cr(:A) is replaced by a nonlinear equation whose
solution is unique if it exists (app. A). Given Cr(:A), the posterior cre-
dence function is provided by equation (11) for both a-divergences and
f-divergences. The most important result, however, is that f-divergences,
too, have nontrivial bounds on the possible values of Cr(:A) and that those
bounds are the same as those for a-divergences (app. B).

Second, it is disconcerting, to say the least, that precise information and
a determinate prior can lead to an indeterminate posterior. I share this un-
ease, but an indeterminate posterior does not imply that the agent is now
licensed to hold her beliefs with whatever strengths she desires. Notice, for
example, that the posterior is not indeterminate for all beliefs. If some belief
is independent of the members of the Judy Benjamin partition, its posterior
credence remains determinate and equal to the prior credence. Furthermore,
even if the posterior credence becomes indeterminate, it may still contain non-
trivial information. In the original Judy Benjamin case, for example, Judy’s
credence that she is now in the headquarters area of the Red Army does in-
crease in the sense that the lower bound on her posterior credence is larger
than her prior credence that she is in that area.

The phenomenon of a determinate credence function becoming (par-
tially) indeterminate is analogous to that of dilation (Seidenfeld and Was-
serman 1993). In the latter case, an already indeterminate prior becomes
even more indeterminate, in a precisely defined manner, upon the acquisi-
1. The added term x2 1 ensures that f has the correct properties. It disappears when the
sum in eq. (13) is taken.
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tion of new information. In the coin toss experiment (Seidenfeld and Was-
serman 1993), for example, two coins are fair but the conjunction of both
coins showing heads is indeterminate (between 0 and 0.5). Updating on
Judy Benjamin type of information is more interesting because the prior
credence is not indeterminate (or, at least, need not be), while the posterior
may be, depending on the details of the background story. But just as clas-
sical dilation has a cause—indeterminate priors—the Judy Benjamin ana-
logue to dilation has a cause as well: indeterminate updating. In that sense,
the present phenomenon of Judy Benjamin type of information giving rise
to an indeterminate posterior is simply another form of dilation.

4. Beyond Judy Benjamin. The standard credential update process is one
in which the prior credence function is updated to a posterior credence func-
tion upon the acquisition of some new information. The various examples
presented in this article make it clear that a single update mechanism cannot
cover all subtleties and varieties contained in Judy Benjamin type of in-
formation. The only appropriate way then of dealing with that type of in-
formation is to consider all possible update mechanisms or, at least, all
members of some large family of mechanisms that can plausibly be used to
determine posterior credences. The interpretation defended in this article is to
consider the indeterminateness fundamental: a given Judy Benjamin problem
may have additional information that can be used to restrict the family of
mechanisms, but, in general, it does not. On this view, the correct posterior in
the presence of Judy Benjamin information is the set of posteriors obtained
by employing (a subset of ) all mechanisms in the family of plausible update
mechanisms. The suggestion made in this article is that the family of update
mechanisms is that of minimizing a-divergences, even though, as I men-
tioned in the preceding section, other families, such as that of f-divergences,
might also be used.

We might ask why Judy Benjamin type of information is special as com-
pared to Jeffrey type of information in that the former requires minimizing
all divergences, leading to a set of posterior credence functions, while Prob-
ability Kinematics (or Bayesian Conditionalization for that matter) produces
a single such function. But there really is nothing special. We could, and I
propose we should, insist that modifying credences upon the delivery of
new information is always done (at least, when the new information is a
convex constraint on the posterior credence function) by minimizing all mem-
bers of the family of divergences under the constraints appropriate to the
new information—in other words, that updating always leads to a posterior
set of credence functions. Minimizing all members of the family would con-
stitute a standard credential update process if they all produced the same
posterior credence function. It does so for Jeffrey information but not for
Judy Benjamin information.
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The Judy Benjamin problem as given by van Fraassen has served as the
prime example of why minimizing the relative entropy cannot always be
considered to be the correct way of determining a posterior credence func-
tion. That minimizing the relative entropy in the presence of Jeffrey in-
formation leads to Probability Kinematics is not a sufficient rational for
continuing to use that functional exclusively, because any a-divergence (or
f-divergence, for that matter) produces the same result. It is to be expected
that minimizing the relative entropy for even more general types of infor-
mation than the Judy Benjamin one may also produce implausible poste-
rior credences in suitably chosen examples and that the general problem of
constructing a posterior credence when new information of any type be-
comes available might better be done by constructing a set of posterior cre-
dence functions.

As a very general type of new information, we might, for example, con-
sider posterior expectations of simple random variables, where “simple”
means that the random variable has only a finite number of possible val-
ues. Jeffrey and Judy Benjamin types of information are a special case of
that general form. The general solution proceeds by first determining Cr(.)
for all members of the partition (as defined by the finite set of possible
values of the random variable) by minimizing each member of the family
of functionals and then using Probability Kinematics to obtain the general
posterior credence set. As in the Judy Benjamin case, additional informa-
tion contained in the accompanying story may reduce the set of function-
als to be minimized, but, in general, the result will be a range of possible
credence values for each member of the partition. Such a construction re-
places updating by minimizing the relative entropy and does not suffer the
limitations of the latter because it uses all possible members of the family
and not just the single one whose choice has been motivated largely by past
successes in restricted areas of inquiry.

Appendix A

Existence of Solutions of the Judy Benjamin Equation for f-Divergences

When minimizing f-divergences, the appropriate Judy Benjamin equation is

gðrð:AÞÞ ¼ o qig
�
rðAÞ qi

pi

�
: ðA1Þ

The left-hand side is a continuous and monotonically increasing function
of Cr(:A), and the right-hand side is a continuous and monotonically de-
creasing function of the same variable. Therefore, there will be a solution if
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the right-hand side is larger than the left-hand side when Cr(:A) = 0 and
vice versa when Cr(:A) = 1. If g(r(:A)) becomes infinitely negative when
Cr(:A) goes to 0, as it does for many f-divergences, define g(0) =2`. The
first part of the requirement is met when

gð0Þ < o qig

�
qi

Cr0ðABiÞ
�
: ðA2Þ

The second part is met when g(1/Cr0(:A)) > g(0), but that is always the
case because g(0) is negative (possibly2`), while 1/Cr0(:A) is larger than
1 so g(1/Cr0(:A)) is positive. There is no solution when equation (A2) does
not hold.
Appendix B

Bounds on the Solutions of the Judy Benjamin Equation for f-Divergences

First, we rewrite the Judy Benjamin equation as

o qig
�
rðAÞ qi

pi

�
� gðrð:AÞÞ ¼ 0: ðB1Þ

The ratios qi /pi can take all values in (0, `). As in the main text, let s be the
index of the smallest ratio and l that of the largest one. At least one term in
equation (B1) is negative and at least one is positive. And g is monotoni-
cally increasing, so g(r(A)qs/ps) 2 g(r(:A)) is the most negative term and
g(r(A)ql /pl) 2 g(r(:A)) the most positive one, or

qs

qs

≤
rð:AÞ
rðAÞ ≤

q1

p1

: ðB2Þ

Equation (B2) is a string of implicit inequalities for Cr(:A). The inequal-
ities can bemade explicit by using the abbreviations CrðAÞ ¼ Cr0ðAÞð1þ εÞ
and qi ¼ pið1þ diÞ. Equation (B2) then becomes

1þ ds ≤
ð1� QεÞ
ð1þ εÞ ≤ 1þ d1; ðB3Þ

with Q = Cr0(A)/Cr0(:A). After some straightforward algebra, equation (B3)
becomes

Cr0ð:AÞds
1þ Cr0ð:AÞds ≤ � ε ≤

Cr0ð:AÞd1
1þ Cr0ð:AÞd1; ðB4Þ

and, after some more algebra and undefining ds, d1, and ε, we finally find
that
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Cr0ð:AÞqs

Cr0ðAÞps þ Cr0ð:AÞqs

≤ Crð:AÞ ≤ Cr0ð:AÞq1

Cr0ðAÞp1 þ Cr0ð:AÞq1

: ðB5Þ
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