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SUMMARY

We established experimental metapopulations of the flour beetle, Tribolium castaneum, and its ectoparasitic mite,

Acarophenax tribolii, to investigate the effects of host migration rate and local host population size on the spread of mite

infections. Global prevalence across our metapopulations was less than half the observed within-patch prevalence, so that

spatial structure alone afforded a great deal of protection to hosts against parasite infection. Our results showed further that

migration played a determining role in occupancy, the number of patches infected within a metapopulation, while host

population size played a determining role in local prevalence, the fraction of hosts infected within local patches. Local and

global prevalence appeared to reach equilibrium levels on 2 different time-scales. Local host prevalence reached equilib-

rium values within 30 days of receiving an infected host migrant. Global prevalence increased more slowly and was clearly

dependent upon occupancy, the number of host patches with at least 1 infected host, which in turn depended on the level of

host migration among host patches. The effect of population size was not limited to local prevalence in patches without

spatial structure but extended to sets of patches across the metapopulation. Lloyd’s index of patchiness differed signifi-

cantly between metapopulations with small versus large numbers of hosts. Although parasites were aggregated on hosts for

both local patch sizes, they tended to aggregate to a much greater degree at the smaller host patch size. We discuss our

empirical findings in light of current epidemiological theory.

Key words: metapopulation, prevalence, host-parasite interactions, host population size, Lloyd’s index, patchiness, spatial

structure, parasite distribution.

INTRODUCTION

Spatial structure is a feature of many populations

under natural conditions and many other popu-

lations are subdivided as a result of anthropogenic

habitat fragmentation. In both cases, the spatial

structure and migration patterns of hosts can modify

host-parasite interactions (Thrall & Burdon, 1997;

Ericson, Burdon &Muller, 1999) and lead to changes

in parasite prevalence (e.g. Dwyer, 1991; Grosholz,

1993; Burdon, Ericson & Muller, 1995). While the

spatial structure of host populations can have sig-

nificant effects on the dynamics of host and parasite

populations, host-parasite interactions are generally

modelled assuming a single, randomly mixing host

population (Anderson & May, 1978, 1979, 1981,

1991; May & Anderson, 1978, 1979). These models

have been applied with some success to human

populations, and to other organisms with large,

widespread and randomly mixing populations. In

such populations, the theory predicts that parasite

prevalence is independent of host population size.

In contrast, many natural populations have a

conspicuous spatial structure with discrete patches

connected by migration and are called metapopu-

lations. The dynamics of metapopulations are dif-

ferent from those of large, well-mixed populations

(Hastings, 1990; Gotelli, 1991; Hanski, 1991;

Hanski & Gilpin, 1991; Hassell, Comins & May,

1991; Gotelli & Kelley, 1993; Hanski, 1994;

Bascompte & Solé, 1995; Murdoch, 1996; Smith,

Ericson & Burdon, 2003), but the consequences of

such spatial structure on host-parasite interactions

are less well understood. Some models of the

spread of diseases in structured populations (Post,

DeAngelis & Travis, 1983; Bolker & Grenfell, 1993;

Grenfell, Bolker & Kleckzkowski, 1995; Sattenspiel

& Dietz, 1995; Lloyd & May, 1996; Ferguson, May

& Anderson, 1997; Earn, Rohani & Grenfell, 1998)

have investigated the effects of spatial heterogeneity.

For example, models that divide the host population

into patches and allow infected hosts from one patch

to migrate to and infect susceptible hosts in other

patches show that in order for the disease to persist,

at least one host patch must be large enough to sus-

tain an endemic infection (Post et al. 1983). This is

similar to the condition required for persistence of
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parasites in single, homogeneously mixing host

populations, namely that the host population be

above the threshold density. Cellular automata

models reach similar conclusions (Holmes, 1997).

Thus, in these models, adding spatial heterogeneity

affects only the quantitative behaviour of epidemics.

In metapopulations, patch size and migration rate

among host patches can be critical factors deter-

mining parasite prevalence. Structured metapopu-

lation models find that patch size is one of the key

factors influencing pathogen dynamics (Smith et al.

2003). When the introduction of parasites into un-

infected host patches depends on host migration,

Hess’ (1996) model predicts extinction of both host

and parasite populations at low migration rates but

increased likelihood of host persistence and greater

parasite prevalence at higher rates.

Experimental and field investigations also indicate

that the effects of spatial heterogeneity on pathogen-

host dynamics can be different from the predictions

of models that do not consider spatial structure

(Dwyer, 1991; Grosholz, 1993; Burdon et al. 1995;

Ericson et al. 1999). For example, in a field study of

the prevalence of iridovirus infection in pill bugs

(Porcellio scaber), Grosholz (1993) found an inverse

relationship between viral prevalence and host popu-

lation size although models predict no relationship.

Viral prevalence was high when host numbers were

low because hosts tended to aggregate to a greater

degree under summer environmental conditions.

Conversely, virus prevalence was low when hosts

were more numerous because hosts tended to be less

clustered. Similarly, in a study of the transmission of

nuclear polyhedrosis virus in the Douglas-fir tussock

moth (Orgyia pseudotsugata), Dwyer (1991) found

that, although virus transmission within patches was

proportional to the local density of hosts, the spatial

distribution of the parasite affected the relationship

between host density and transmission. Field studies

of plant metapopulations identify patch size as a key

factor in interactions with pathogenic fungi (Burdon

et al. 1995; Ericson et al. 1999; Smith et al. 2003).

Collectively, these results indicate that host popu-

lation size and spatial structure are important vari-

ables in the interactions of hosts and parasites but, in

studies of natural populations, many factors cannot

be controlled.

Taken together, available models and data point to

the key roles playedbymigration and local host popu-

lation size in the dynamics of host-parasite interac-

tions in metapopulations (Dwyer, 1991; Grosholz,

1993; Hess, 1996), but there are no empirical tests

of the effects of these factors on the prevalence of

parasites.We have experimentallymanipulated these

two factors under controlled laboratory conditions

and measured their effects on the spread, prevalence

and distribution of parasites.

In a metapopulation, the occurrence of parasites

can be measured at 3 different levels, (1) the

proportion of infected patches, (2) the proportion of

infected hosts within a patch, and (3) the proportion

of infected hosts across all patches. To distinguish

among these measures of parasite occurrence, we use

‘occupancy’ to refer to the proportion of infected

patches. Other authors use the term ‘incidence’, but

we prefer occupancy to avoid confusion with ‘inci-

dence rate’, a measure of number of new infections

per unit time used in epidemiology (Margolis et al.

1982). We use ‘ local prevalence’ to refer to the pro-

portion of infected hosts within patches and ‘global

prevalence’ to refer to the proportion of infected

hosts in the metapopulation as a whole. All these

measures are of interest and may be affected dif-

ferently by host population size and migration.

Specifically, we expect that occupancy should be

affected most strongly by the rate of host migration

among patches because parasite spread from patch to

patch depends on host migration. Local prevalence

should be influenced by immigration rate and local

conditions affecting parasite establishment such as

host population size and dynamics, and the time

elapsed since the arrival of the parasite in an un-

infected patch. Global prevalence should be affected

by the interaction of migration rate and local dynam-

ics because migration spreads the parasite among

patches (occupancy) but local conditions determine

parasite establishment.

In our experiment, we investigated the effect of

host population size and host migration rate on the 3

different measures of prevalence: occupancy, local

prevalence and global prevalence. We also con-

sidered the effects of these factors on the distribution

of parasites among hosts.

MATERIALS AND METHODS

We set up 16 laboratory metapopulations of the flour

beetle, Tribolium castaneum to study the effects host

population size and migration rate on parasite

prevalence. Each metapopulation consisted of 25

patches. In order to manipulate host population size,

patches in 8 metapopulations were small (SS) while

in the other 8 metapopulations, patches were large

(LS). Each patch in the SS treatments started with

8 g of medium and 8 adult beetles. In the LS treat-

ments, each patch started with 36 g of medium and

36 adult beetles. The medium consisted of 95% stone

ground, unbleached flour and 5% Brewers’ yeast by

weight that was sifted through a 28 mesh sieve and

was ‘sterilized’ in a drying oven at 60 xC for 24 h

prior to the start of the experiment. While the size

of host populations varied among treatments, the

density of hosts was held constant by using different

size containers and different amounts of media. The

experiment started with 1 host beetle per gram of

media in both population size treatments. During the

course of the experiment, beetles reproduced and

increased in numbers. However, the SS patches had
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significantly lower numbers of beetles than the LS

patches (see Results section). The density of hosts

per unit of media also increased but did not differ

among treatments. Therefore, host density is not

confounded with host population size. For the dur-

ation of the experiment, metapopulations were

maintained in incubators at 29 xC and 70%RH. Each

vial was stoppered with a dispo-plug to prevent un-

controlled migration of beetles or parasites among

cultures (see below).

Twenty-four h after establishing the uninfected

metapopulations as described above, we introduced

mites,Acarophenax tribolii, into one of the 25 patches

in each metapopulation. A. tribolii is an ectoparasitic

mite that attacks Tribolium eggs, larvae, pupae and

adults causing increased mortality, reduced larval

development rate, and reduced fecundity in females

(unpublished data). Its entire life-cycle, from egg to

adult, is only 3 days. Since the mites are too small to

handle as single individuals, we selected 3 infected

hosts harbouring at least 5 mites on the ventral exo-

skeleton, killed them, and placed all 3 carcasses in the

patch chosen for infection. Mites crawled from the

dead hosts and spread through the patch infecting

new hosts. Preliminary tests showed that the vari-

ation in number of mites on the infected carcasses did

not affect prevalence or abundance of mites in the

infected patch 7–14 days after infection.

After the parasite introduction, the movement of

host beetles among patches caused mites to spread

from the patch of initial inoculation to other patches.

Wemoved beetles among patches at weekly intervals,

imposing high rates of migration on some meta-

populations and low rates on others. In the low

migration (LM) treatments, each week we moved

1 randomly chosen beetle from each patch to a

randomly chosen destination patch. In the high

migration (HM) treatment, each week we randomly

moved 4 beetles from each patch to randomly chosen

destination patches. The random selection of the

migrating beetles means that the rate of migration for

infected and uninfected hosts was proportional to

their abundance. Thus, migration into and out of

patches was random and independent of patch or

host infection. In population genetic theory, this

pattern of migration is called ‘island model ’

migration (cf. Wade, 1982) and it is characteristic of

manyof themetapopulationmodels of disease spread.

We not only took precautions to prevent the uncon-

trolled spread of mites among patches other than by

our controlled movement of host beetles but also

maintained uninfected ‘sentinel ’ populations in the

same experimental chambers. These were stoppered,

mite-free host populations that received no migrants

throughout the experiment. Mites never appeared in

these uninfected sentinel populations indicating

that mites did not spread among patches indepen-

dent of our manipulations. In total, there were 16

metapopulations consisting of 4 replicates of each

combination of host population size and migration

rate (4 replicates per treatmentr2 population size

treatmentsr2 migration rate treatmentsr25

patches per metapopulation=400 patches).

Ninety days after the start of the experiment, we

sampled 30 randomly chosen beetles from each patch

in each metapopulation (30 beetles per patchr25

patches=750 beetles per metapopulationr16 meta-

populations=12000 beetles) in order to measure the

prevalence and distribution of mites. We dissected

each of these sampled hosts and censused all mites on

the exoskeleton and under the elytra and wings using

a dissecting microscope. From these data, we esti-

mated 3 measures of parasite infection: (1) occu-

pancy, the proportion of patches in which at least one

host was infected out of the 25 patches in the meta-

population; (2) local prevalence, the proportion of

infected beetles out of the 30 beetles sampled from

each patch; and, (3) global prevalence, the proportion

of infected beetles out of the 750 sampled from the 25

patches in each metapopulation. Although the prob-

ability of detecting infection in samples of 30 beetles

varies with the size of the population, such differ-

ences are only meaningful when prevalence is low,

less than 15%. In our experiment, average mite

prevalence was generally much higher (see Results

section). As a result, our estimates are not biased by

variation in local host population size.

Because of the labour involved in sampling the

patches, the experiment was blocked over time with 2

replicates of each treatment per block. Replicates 3

and 4 (block 2) had to be sampled at 60 days instead of

90 days owing to an uncontrolled fungal infection

that began to grow in the medium of some patches.

The fungal infection appeared to be distributed

randomly across patches, treatments, and replicates,

with less than 12% of patches showing signs of fungal

infection. The fungus was detected before it could

interfere with our treatments.

The effects of population size, migration rate, and

block were analysed using generalized linear mixed

models (GLMM) with binomial errors and logit

link (Wilson, Grenfell & Shaw, 1996) using the

GLIMMIX macro in SAS (Littell et al. 1996).

Population size (small, large), migration rate (low,

high) and the population size-by-migration interac-

tion were included as fixed factors. Block, meta-

population replicates, and (where appropriate) patch

were introduced as random factors to remove their

effect. In the analysis of occupancy, the response

variable was the status of each patch in a meta-

population (infected or uninfected) with block and

metapopulation as random effects. In the analysis of

local prevalence, the response variable was the status

of each beetle in the sample (infected or uninfected),

with block, metapopulation and patch as random

effects. Finally, in the analysis of global prevalence,

the response variable was the status of each beetle

sampled across the 25 patches in the metapopulation
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(infected or uninfected), with block and metapopu-

lation included as random effects. We also looked for

correlations between local prevalence and the length

of time a patch had been infected, and between local

prevalence and the number of parasites per host.

General linear models with negative binomial or

Poisson errors and log or logit links did not fit the

data well. Instead, we report results of simple linear

regressions that fit the data very well. For the linear

regressions, we used standard transformations to

meet model assumptions (Zar, 1994): arcsine-square

root transformation for prevalence, and natural log of

the square root for the number of mites per host.

To quantify the distribution of mites on beetles,

we used Lloyd’s Patchiness index (Lloyd, 1967). It is

common practice to quantify parasite distributions

using the negative binomial parameter, k (Wilson &

Grenfell, 1997). When the distribution of parasites

on hosts is aggregated, k is a good measure of the

degree of aggregation. Because parasites are usually

aggregated, k is applicable to a wide range of host-

parasite systems. However, one of the limitations of k

is that it does not quantify over-dispersed distribu-

tions. Preliminary data and earlier studies (Lopez,

2004) showed that A. tribolii mites are slightly over-

dispersed on T. castaneum hosts. A. tribolii mites

were not aggregated in 24.1% of our samples.

Therefore, k was not a good measure of mite distri-

bution for nearly 1
4 of our samples. Another dis-

advantage of the negative binomial parameter is that

comparisons among samples are unreliable because k

is highly dependent on the average number of para-

sites per host (Scott, 1987) ; k could not be compared

among treatments in our study, or to estimates from

other studies. Lloyd’s Patchiness index, on the other

hand, provides a standardized measure that allows

for comparisons among samples. Lloyd’s Patchiness

index has not been widely used by parasitologists

although its properties are very well suited for the

analysis of parasite distributions. Lloyd defined

Patchiness (P) as:

P=m*=m,

where m is the mean number of parasites per host,

and m* is the ‘mean crowding’ of parasites. Lloyd’s

mean crowding, m*,measures the average number of

other parasites that an individual parasite experi-

ences on a host and is given by

m*=m+
s2

m
x1

� �
,

where s2 is the variance in the number of parasites

per host. Put another way, ‘‘ the amount by which the

ratio of variance to mean exceeds unity, added to the

mean itself, gives the ‘mean crowding’’’ (Lloyd,

1967, p4) and can be interpreted as the number of

other parasites that the average parasite encounters.

Mean crowding exceeds mean parasite density when

parasite loads are aggregated on particular hosts and

is less than the mean when parasites are over-

dispersed. Thus, P>1 indicates that parasites are

aggregated, and P<1 indicates that parasites are

overdispersed. We used ANOVA to look for differ-

ences in P among treatments.

In addition to the final sample after 90 days, we

checked replicates 1 and 2 at days 7, 14, 28, 35, and 77

to monitor the spread of the mite. In these checks, we

sampled 30 randomly chosen beetles from each patch

and examined them for the presence or absence of

mites only on the exoskeleton, but not under the

elytra, and returned the live hosts to the source patch.

This measure underestimates mite presence because

some hosts harbour mites only under their wings

with no mites visible on the exoskeleton. Although a

less thorough sampling method than the 90-day de-

structive host dissection, these measurements were

sufficiently fine-scale for us to detect the spread of

infection among patches, and the treatments can still

be compared because the same protocol was used to

obtain all the samples.

RESULTS

Occupancy

We found that higher migration rates resulted in

greater occupancy, i.e. higher numbers of infected

patches, and lower migration rates caused low occu-

pancy (Fig. 1). Of 25 patches in eachmetapopulation,

46.3% (S.E.=0.214) were infected in the HM while

only 14.1% (S.E.=0.106) of the patches were infected

in the LM treatments (F1,394=39.50, P<0.0001;

estimates were calculated in the logit scale during the

GLMM analyses but have been converted to pro-

portions for reporting). This represents an average

increase in prevalence of 328.4% as migration rate

increased 4-fold, from 1 to 4 migrant hosts per patch

per week.

The effect of the size of host populations, on the

other hand, was smaller and not statistically signifi-

cant. In metapopulations consisting of large patches

(LS treatment), 32.0% (S.E.=0.189) of the patches

Large populations
Small populations

1.00

0.80

0.60

0.40

0.20

0.00
High Migration

O
cc

u
p

an
cy

Low Migration

Fig. 1. Occupancy. The number of infected patches in

experimental metapopulations differed significantly

between the high and low migration treatments. Parasites

spread to more patches when migration was high. The

effect of population size was not significant.
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were infected patches compared with 23.1% (S.E.=
0.154) of infected patches in metapopulations with

small patches (SS treatment), a difference that was

not statistically significant (F1,394=3.05, P=0.082).

The interaction of migration rate and population

size on occupancy after 90 days was significant

(F1,394=5.47, P=0.020). Occupancy was higher in

the LS treatment than in the SS treatment when the

migration was high but not when the migration rate

was low (Fig. 1).

Our fine-scale temporal monitoring of exoskeletal

mites in block 1 metapopulations showed that the

occupancy rate increased with time and that the in-

crease was faster with high migration than with low

migration rates (Fig. 2). The regression of occupancy

on time explained 78.1% of the variance and was

significant (F3,36=47.24, P<10x5). The slope of the

regression was low in the LM treatments (b=0.0017

dayx1) and high in the HM treatments (b=0.0061

dayx1). The difference of 0.0043 in the slopes was

significant (F1,36=23.30, P=2.5r10x5).

Local prevalence

The prevalence of mites in infected patches was

affected by bothmigration and population size. First,

we found that local prevalence was higher in the LS

treatments than in the SS treatments (Fig. 3). In

small populations, 22.9% (S.E.=0.151) of the hosts

were infected while nearly twice as many hosts,

43.1% (S.E.=0.210), were infected in large popu-

lations (F1,3682=100.16, P<0.0001). There was also

a smaller but significant effect of migration rate. In

the LM treatments, prevalence was lower (29.3%)

(S.E.=0.178), than in the HM treatments, where

35.1% (S.E.=0.195) of the hosts were infected

(F1,3682=7.68, P=0.0056). The interaction between

migration and host population size effects was not

significant (F1,3682=1.98, P<0.159).

Our periodic checks for exoskeletal mites in block

1 revealed that the size of local host populations

was not the only factor affecting local prevalence.

The proportion of infected hosts in a patch also

depended on the time elapsed since the arrival of an

infected host immigrant. The fine-scale monitoring

permitted us to estimate the date of onset of the

mite infection in local patches as the host migration

event preceding the date of first mite detection. The

scatter plot of the data (Fig. 4) showed that preva-

lence increased rapidly in the first 20 days following

infection. Between days 20 and 60, prevalence

plateaued and remained constant, but because our

samples contained no populations infected between

20 and 60 days, it was not possible to obtain a reliable

estimate of the breakpoint. Regression models using

growth and power functions did not fit the data well

or the data did not conform to the assumptions.

However, piecewise regression (Neter, Wasserman

& Kutner, 1990) of local prevalence against the

0.6
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0.3

0.2

0.1

0.0

O
cc

u
p
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cy

0 10 20 30 40
Day

High migration

Low migration

50 60 70 80

Fig. 2. Occupancy and time. Occupancy increased faster

and reached higher levels when migration rate was high.

While not surprising, this may be the first experimental

demonstration of the effect of migration on the spread

of parasites.
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Fig. 3. Local prevalence. Local prevalence, arcsine-

square root transformed to meet statistical assumptions,

was affected by population size but not by migration rate.

Local prevalence was greater in large populations. The

effect of population size on prevalence is not predicted by

the most commonly used models of host-parasite

population dynamics.
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0 20 40
Days infected

60 80 100

Fig. 4. Local prevalence and time. The prevalence of

infection is higher in populations that have been infected

longer. The data show that prevalence increases in the 30

days following infection. After 30 days, prevalence

remains constant.
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duration of infection with breakpoint=30 days fit

very well (F2,90=27.013, P<10x6), and the data

conformed to all the assumptions of linear re-

gression. This analysis showed a significant positive

correlation before 30 days that accounted for 37.5%

of the variance (prevalence=b0+b1X, where the in-

tercept b0=x0.0258 was not significantly different

from zero (t90=x0.269, P=0.789) and b1=2.364

represents the increase in prevalence per day

(t90=5.229, P<10x6)). For patches infected more

than 30 days, the slope of the relationship became

b2=0.431 and is not significantly different from zero

(t90=0.812, P=0.419). The difference in slopes,

b2 x b1=x1.893 is significant (t290=x4.187, P=
0.00007). These data indicate that, once established,

a mite infection reaches a stable level of preva-

lence in a local host population within 30 days,

which is 6–7 mite generations and, at most, 1 host

generation.

As might be expected, the number of mites per

host had a strong positive correlation with local

prevalence (Fig. 5). A regression of arcsine trans-

formed local prevalence on the (natural log of the

square root of the) number of mites per host was

significant and accounted for 89.5% of the variance

(F1,126=1082.72, P<10x63). Without transforma-

tions, the relationship between mite abundance and

prevalence was not linear. Prevalence increased as

mites multiplied, but was eventually limited either

because it reached a more or less stable equilibrium

value as was the case in most of our host populations,

or because it reached the maximal value of 100% as it

did in 6.5% of our host patches.

Global prevalence

Global prevalence, i.e. prevalence across the entire

metapopulation, was affected by both migration rate

and host population size (F1,12E3=488.66,P<0.0001,

and F1,12E3=111.52, P<0.0001 respectively). Global

prevalence in the HM treatments, 17.3% (S.E.=
0.145), was 4 times that in the LM treatments, 4.6%

(S.E.=0.045). The SS metapopulations had half the

level of global prevalence (6.6%, S.E.=0.063) than

the LS metapopulations (12.5%, S.E.=0.110). The

interaction between migration rate and population

size effects was also significant (F1,12E3=36.30, P<
0.0001). Population size affected global prevalence

when the migration rate was high but not when it was

low (Fig. 6).

Parasite distribution

The distribution of mites on beetles, measured using

Lloyd’s patchiness index, differed significantly

between small and large patches (F1,124=11.894, P=
0.004; patchiness was square-root transformed for

this analysis). Patchiness in small populations

(7.578¡1.940) was twice that observed in large

populations (3.563¡1.902). Thus, although para-

sites were aggregated in both small and large

populations, the degree of aggregation in small

populations was more than twice that in large

populations. Themigration rate did not influence the

distribution of parasites (F1,124=1.772, P=0.186),

nor were there interactions between population size

and migration (F1,124=1.300, P=0.256).

DISCUSSION

The spread of a mite infection throughout a meta-

population depends on the arrival of infected hosts

throughmigration and the subsequent establishment

of a local infection within patches. Our experiment

provides the first empirical evidence of effects of host

population size and host migration rate on the

prevalence and distribution of parasites in spatially
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Fig. 5. Prevalence and mite abundance. There is a strong

positive relationship between local prevalence and

number of mites per host. When data are transformed as

indicated on the axes, the regression explains 89.5% of

the variance (F1,126=1082.7, P<10x63). This indicates

that the average host has more mites when more hosts are

infected.
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Fig. 6. Global prevalence. Both migration rate

and population size had effects on global prevalence.

Global prevalence was significantly higher in large

metapopulations and at high migration rates. The effect

of migration rate was greater in block 1 than in block 2.
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structured host populations. Our results showed that

the prevalence of parasites in host populations with

spatial structure is more than quantitatively different

from expectations based on homogenously mixing

populations. The differences observed in our exper-

imental metapopulations are qualitatively different

from some of the predictions of theoretical models

that assume homogeneously mixing host popu-

lations. At different spatial scales, different factors

affected parasite prevalence. The migration of hosts

among patches was positively related to parasite

occupancy, local prevalence and global prevalence.

The size of the host population, which is not ex-

pected to affect prevalence, was positively related

with both local and global prevalence. The effects of

host migration rate and host population size some-

times interact.

At the level of parasite occupancy, we found that

migration was a key variable in the spread of parasites

among patches. The interaction of migration with

host population size indicates that local conditions

affect the likelihood of parasite establishment. While

not surprising, ours may be the first experimental

demonstration of the effect of migration on the

spread of parasites, and the first empirical confir-

mation of Hess’ (1996) model.

While we did not find an effect of host population

size on parasite occupancy, others have. Burdon et al.

(1995) found a significant positive correlation

between the size of Filipendula ulmaria host popu-

lations and the occupancy of the rust pathogen

Triphragmium ulmariae. The apparent discrepancy is

resolved when we consider that, in the field, the

likelihood of successful infection of a host patch may

depend on the size of the patch not only because local

conditions affect parasite establishment but also

because larger patches are more easily encountered

by migrants. Due to our manipulations, the likeli-

hood that migrating beetles encountered a host

population was held constant at 100%. In our

experiment, population size could have affected

occupancy only through effects on the likelihood of

parasite establishment (but not on the likelihood of

encountering the host patch). Therefore, the absence

of a population size effect on occupancy is most

appropriately interpreted as indicating that popu-

lation size did not affect parasite establishment.

The effect of host population size on local preva-

lence, on the other hand, was unexpected and note-

worthy. In studies of host–parasite population

dynamics, host density, but not host population size,

is considered important in the transmission process,

and prevalence is predicted to be unrelated to host

population size. After controlling for host density,

we found that host population size had a significant

effect on local prevalence. This result contradicts

predictions from models that assume density-

dependent transmission (e.g. Anderson & May,

1978, 1981). Whether departures from model

predictions are due to the spatial structure of our

experimental metapopulations or to features par-

ticular to our study system cannot be determined

here. However, our results are consistent with

field observations in other systems (e.g. Jennersten,

Nilsson &Wastljung, 1983; Grosholz, 1993). Effects

of host population size like those we observed

are predicted by models that assume frequency-

dependent parasite transmission among hosts (de

Jong, Diekmann & Heesterbeek, 1995), or models in

which alternative hosts are available (Holt &

Pickering, 1985). Our data do not directly test

different transmission models but, using Lloyd’s

patchiness index, we find that mites tended to

aggregate to amuch greater degree in the smaller host

populations than in larger host populations. This

would appear to be a type of positive frequency-

dependent transmission. However, we do not know

whether this change in the distribution of mite

numbers per host is owing to behaviours of the mite,

the host, or some interaction between the two

species. It does support the criticism that the un-

tested use of density-dependent transmission func-

tions may not be widely appropriate (McCallum,

Barlow & Hone, 2001).

Of course, local prevalence is determined by many

factors in addition to the size of local host popu-

lations. We found that ongoing introduction of

parasites as a result of host migration contributes to

the prevalence observed in a local patch. Our data

also confirmed that local prevalence increases

gradually from the time a parasite is introduced to a

patch until equilibrium is reached. While not at all

surprising, the lag time between the time a parasite

arrives in a new population and the time when it

reaches equilibrium is seldom so clearly demon-

strated. Comparing Figs 2 and 4 we can see that

occupancy and local prevalence approach equilib-

rium at different rates. Occupancy is still increasing

after 90 days while local prevalence asymptotes after

30 days. Thus, equilibrium prevalence at different

spatial scales is reached in different time-frames.

At the metapopulation level, global prevalence was

influenced by migration and population size. We saw

that both larger patches and larger metapopulations

had a higher proportion of infected individuals than

did their smaller counterparts. Thus, the effect of

population size was not limited to local prevalence in

patches without spatial structure but extended to sets

of patches with metapopulation structure. The effect

of population size at the metapopulation scale has the

same implications as for local prevalence.

But, how does prevalence compare between

populations with and without spatial structure? Our

data provide an indirect answer to this question. At

the global or metapopulation level, spatial structure

protected some hosts from infection. Hosts in

patches that are isolated or otherwise, lucky to

avoid infection, find themselves beyond the reach of
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parasites, at least temporarily. While in a homo-

geneously mixing population every individual can be

potentially infected, individuals in patches not yet

reached by the parasite are not at risk of infection.

Note that in our study, global prevalence was always

much lower than local prevalence, averaging 25%

and60% infection respectively.Thedifference is even

more dramatic when we remember that large popu-

lations have greater prevalence and metapopulations

are 25 times bigger than single patches. Clearly, the

metapopulation structure prevented (or at least

retarded) infection of a large proportion of hosts.

Studies of childhood infectious diseases also

support these conclusions. Measles epidemics across

cities in England and Wales find dynamics that

conform to the island-mainland metapopulation

model (reviewed by Grenfell & Harwood, 1997).

Measles infections fade out in cities below a ‘critical

community size’ but are susceptible to reinfection

when the pool of susceptible hosts increases follow-

ing an outbreak. Fadeouts are not observed in larger

communities. The dynamics of measles outbreaks

are complicated by the immunity acquired by re-

covered hosts. Nevertheless, community (or patch)

size affects pathogen persistence, and the spatial

dispersion of communities keeps some communities

temporarily uninfected. Thus, spatial structure re-

duces global measles prevalence as we found in our

results. The spatial structure of host communities

also promotes the persistence of measles ; persistence

is more likely when spatial structure is considered

(Bolker & Grenfell, 1993; Grenfell et al. 1995;

Ferguson et al. 1997; Earn et al. 1998) and other

parasites and pathogens, but our data are insufficient

to test this prediction as we observed very few mite

extinctions.

Our data support the concept that the risk of host

extinction as a result of colonization by virulent

pathogens may be reduced in spatially structured

populations (Maron,Harrison&Greaves, 2001).The

effectiveness of any protection afforded by spatial

structure would depend on the rate of migration

among patches and whether conditions in local

patches permit coexistence of hosts and parasites.

Fragmentation of host populations, to the extent that

it generates spatial structure and limits host

migration, may, in fact, protect some hosts from

parasitic infection. However, we would not argue

that small populations would be preferred as a con-

servation strategy when parasites are not a large

threat for at least two reasons. First, the effect of

population size on prevalence is not linear. The

reduction of prevalence in small populations occurs

only after the host population size falls below a

certain threshold (Lopez, 2004), and that threshold

could be too low to maintain a viable population.

Second, small populations are at risk of extinction

from causes other than parasite infection that may

offset the benefit of any protection against parasites.

The effects of population size were not limited to

local and global prevalence. We found that the dis-

tribution ofparasites onhosts,measuredwithLloyd’s

(1967) patchiness index, varied consistently between

host populations of different size: mites in small host

populations aggregated to twice the levels observed

in larger host populations. Differences in parasite

aggregation are important to the demography and

fitness of both hosts and parasites (Dobson, Hudson

& Lyles, 1992), so this effect of host population size

has important ecological and evolutionary conse-

quences. Mite effects on infected hosts, and on each

other, are more intense in small populations. But

because mites are more aggregated in small patches,

fewer hosts experience the impact of parasitism. The

reduced aggregation of parasites in large host popu-

lations exposes more hosts to the effects of the

parasite. Assuming that changes in parasite aggre-

gation are independent from changes in parasite

numbers, this relationship could allow a parasite to

regulate a host population size when host populations

are large but avoid causing the extinction of the host

by aggregating when hosts become less abundant.

To our knowledge, correlations between host

population size and parasite distribution have not

been previously reported. The effects of population

size on prevalence and parasite distribution that we

report here deserve further theoretical and exper-

imental investigation.
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